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ABSTRACT 

The world is rapidly converging and converting a variety of valuable data to its 

digital equivalent. Its dissemination as eased via the advent of the Internet – has 

also led to undue attacks/threats due to predictable responses from users. This 

has evolved the field of social engineering and exploits of user trust-levels. Thus, 

the use of deception mechanisms now plays a prominent role in enhancing the 

field of cyber and data security. There exist many techniques to dissuade and/or 

redirect adversaries via deception mode commonly called honeypots. They seek 

to detect intrusive activities via services that attract adversaries to it. Honeypots 

have been successfully used to minimize security breaches. Thus, our study 

explores deception-based honeypot as an effective means to minimize data 

exploitation – and implemented via web servers that are now equipped with 

tracing cum identification capabilities as system learns and defends its user 

systems against intrusive actions. 
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1. INTRODUCTION 

Our society continues to experience new 

threat to digital data. Ability to guard and 

protect data has become both critical and 

importance to field of informatics (Akazue 

et al., 2022, 2023). A net administrator must 

protect the network and data with extreme 

and diverse measures. One of such measure 

is the use of honeypots. Honeypots trick 

adversaries into believing they have 

accessed the network to a certain degree – 

and the only way out for an administrator to 

block them out is to check their logs to see 

who accessed the network and how they 

accessed it (Abbasi et al., 2016; Alsowai & 

Al-Shehari, 2021; Brause et al., 2002; 

Broadhurst et al., 2018).  

Honeypots lure intruders around a 

network long enough for their identity and 

other details to be extracted and revealed. 

Thus, it is a resource that works over a 

network with fake data that mimic the 

illusion of real data to an attacker (Algarni et 

al., 2017; Gokarn & Choudhary, 2021). It is 

designed to behave as a real host so that it 

can attract an adversary. Its main thrust is to 

be savvy to keep an adversary engaged long 

enough to exploits his/her information. It 

obtains and monitors the activities or 

operations of an adversary via a Trojan 

horse that stores interaction between the 

adversary and the honeypot. It achieves 

these via the use of analytical tools that seek 

to investigate the reason(s) for attack 

(Barlaud et al., 2019; Benchaji et al., 2021; 

Ibor et al., 2023; Ojugo, Abere, Eboka, 

Yerokun, et al., 2013; Ojugo, Oyemade, 

Yoro, Eboka, et al., 2013; Ojugo, Yoro, 
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Oyemade, et al., 2013).  

A honeypot can simulate 

internal/external resources like devices, apps 

and database servers, firewalls etc 

(Kumaraguru et al., 2010; Mahajan & 

Sharma, 2015). Its value as a security 

resource lies in being attacked, probed, 

compromised and/or exploited. A honeypot 

can also act as a detection-response tool 

(Artikis et al., 2017; Ojugo & Yoro, 2020a). 

It acts as a server decoy, luring in potential 

hackers in order to study their tasks and 

monitor how they intrude into system as 

well as evade detection or capture.  

By design, they mimic systems an intruder 

would like to access. A honeypot 

simulates/engages an adversary so that 

he/she is unaware of being tricked or 

monitored. It is best installed within a 

firewall for better control. There is lesser 

control for an adversary when they are 

installed outside of the network‟s firewalls 

(Ojugo, Abere, Orhionkpaiyo, Yoro, et al., 

2013; Ojugo & Yoro, 2021b). A honeypot in 

a firewall works has its operation reverse- 

engineered from that of a normal firewall – 

such that instead of restricting what comes 

into a network, the new system allows traffic 

to come in but restricts what the system 

sends back out.  

By luring an intruder into a system, a 

honeypot serves several purposes to include: 

(a) allows a network administrator to 

monitor an intruder exploit of network 

vulnerabilities, (b) a net-admin learns where 

the network is most vulnerable and marks 

such for redesign, (c) a net-admin can reveal 

the true identify of an intruder via the 

extracted data, and (d) net-admin can stop 

intruders from accessing root directory. By 

studying the activities of an adversary, the 

network designers can create a more secure 

system that is potentially invulnerable to 

future intruders. With data traffic detected in 

and out of a honeypot, it implies the system 

has been compromised. Thus, a honeypot 

waits to monitor and study 

inbound/outbound traffic logs (Ojugo et al., 

2014; Ojugo & Eboka, 2018, 2019b). 

 

1.1 Honeypots based on Architecture 

Ezpeleta et al. (2020) developed a low 

interaction client-side honeypot to detect 

malicious web servers. It was tested against 

84 malicious and 10 benign uniform 

resource locators with 98% success rate 

(Ezpeleta et al., 2020). Its data was 

processed by an external engine averaging 

60sec/URL with a 17seconds capture. They 

conclude that the high/low-interaction 

honeypot should be integrated to harness the 

benefits of both schemes in future honeypot 

design. He noted that for ease in installation 

– low-interaction honeypot requires external 

data analyses, while high-interaction 

honeypot have opposite properties.  

Paliwal (2022) used a hybrid low/high-

interaction honeypot to achieve lower 

resource requirements for implementing 

low- interaction honeypots and to emulate 

the full responses in high- interaction 

honeypots. It used a proxy running in each 

host and responsible for generating virtual 

hosts and redirecting traffic. Each virtual 

host emulates a fully functional high-

interaction honeypot (Artikis et al., 2017; 

Paliwal et al., 2022). And on invocations, 

they seek to minimize resource 

consumptions as high-interaction are 

automatically invoked when traffic that 

requires such high-interactions arrive at a 

host. His system allowed monitoring of 

malicious activities by bots, worms and 

viruses – not letting them leave a honeypot 

(Rathi & Pareek, 2013; Redondo-Gutierrez 

et al., 2022). It redirects outgoing traffic via 

messages that coordinates attacks to other 

honeypots, prevents malicious attacks to 

other production servers as well as prevents 

detection of a honeypot by an intruder 

(Sahmoud & Mikki, 2022; Sohony et al., 

2018). Through this mechanism, an intruder 

is made to believe that their media still 

interacts with hosts outside the network; 

while, they are actually communicating with 

another honeypot in the same network 

(Tingfei et al., 2020).  

Verma (2020) notes trade-off issues 
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between system accuracy (to reduce false-

positive and false-negative) for high-

interaction honeypots in anomaly intrusion 

detection (Verma et al., 2020). He proposed 

shadow-honeypots, real production network 

applications with honeypot embedded 

therein such that incoming requests to a 

server executes the shadow honeypot just in 

same manner as by production server. But, 

embedded honeypot codes will monitor the 

behaviours of each request (Ojugo & Yoro, 

2021a; Yoro, Aghware, Akazue, et al., 2023; 

Yoro, Aghware, Malasowe, et al., 2023). If a 

request is considered and/or confirmed 

malicious, activities executed by such is 

rolled back. Thus, incoming request is first 

processed by an anomaly-detection scheme, 

configured intentionally with high false-

positives. The requests classified malicious 

are then forwarded to the shadow honeypots; 

while, those classified as genuine are 

directed to a production server (Yoro & 

Ojugo, 2019b, 2019a). 

 

1.2 Honeypots on Malware Detection 

Zawislak et al. (2022) proposed the 

double honeypot to extract signatures for 

detecting polymorphic worms to achieve 

their zero-day detections (Zawislak et al., 

2022). It consists of inbound honeypots, 

outbound honeypots, and address translators. 

Tang (2017) also proposed a new method of 

data analysis applied to the data collected by 

the double honeypot called Position Aware 

Distribution Signatures which counter-

utilizes the fact that worms can open 

outgoing connections (Feng et al., 2013; 

Tian, 2016; Yan et al., 2018). By monitoring 

unexpected outgoing connections from an 

inbound to an outbound honeypot, worms 

can be identified easily. PADS was designed 

to increase the chances of detecting 

polymorphic worms by allowing possible 

variations in a signature, instead of “all fixed 

symbols” in the existing signatures. To 

control” variations” in each position in 

signatures, PADS uses the byte frequency 

distribution, which specifies what variations 

are how likely possible in each position in a 

signature string (Correia et al., 2015; De 

Kimpe et al., 2018).  

Zhang et al. (2007) proposed Honeybow 

to automatically detect and capture malware 

without requiring human experts manually 

investigating output data from honeypots. It 

has several parts: MmFetcher, detects 

modification of files by comparing their 

initial MD5 hash after it intentionally lets 

malware modify its files (Okonta et al., 

2013; Y. Zhang et al., 2007). If a 

modification is detected, the process that 

made such modification is captured as 

malware, while MmFetcher restores initial 

copy of all files. The MmWatcher, monitors 

system calls that perform file creation and 

modification to trigger intrusion detection. 

Finally, the MmHunter monitors code being 

executed like a debugger to detect malware‟s 

suspicious activities (Jayatilaka et al., 2021; 

Laavanya and Vijayaraghavan, 2019; 

Sasikala et al., 2022).  

Tingfei et al., (2020) used a new 

architecture, which detects worms by 

monitoring rate of their outgoing 

connections. The new architecture slows 

down worms by throttling the rate of 

creation of new outgoing connections based 

on a closed feedback loop control for 

throttling outgoing connections (Tingfei et 

al., 2020) and applied the proportional, 

integral and derivative (PID) model that 

throttles outgoing connections to a 

designated set point for reducing spreads of 

worms (Khaki et al., 2020; Wang et al., 

2019). The algorithm significantly slowed 

down the spread of worms. With a 

containment to kill infected processes and 

blacklist hosts using multiple-feedback 

loops and intelligently queuing the 

connections, the spread of worms can be 

stopped with a significantly fewer number of 

hosts infected (Brofman Epelbaum & Garcia 

Martinez, 2014; Ojugo et al., 2015; Ojugo & 

Eboka, 2021; Ojugo & Oyemade, 2021). 

 

1.3. Honeypots on Configuration 

A major factor inhibiting the adoption 

of honeypots is the difficulty in tuning them 
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as they are simply traps that monitors an 

adversary‟s activities without being 

detected. Thus, like real traps, they must be 

carefully configured to attract the right 

targets. A honeypot operator must consider 

what activities should be monitored, whose 

activities should be monitored, when such 

activities should be monitored etc. If 

incorrectly configured, a honeypot not only 

fails to draw its prey, but can or may also be 

hijacked by an adversary. Its blind capture of 

a huge volume of network activities can also 

make subsequent data processing extremely 

difficult. Thus, is extremely important that 

honeypots are configured to satisfy their 

specific objective(s) (Hong, 2018; Nivedha 

and Raja, 2022; Ojo et al., 2021).  

With high-interaction honeypots to 

monitor anomalies and possible abuses, 

hijack and to automate frequent 

reinstallations of illegally modified high-

interaction honeypot. The solution sought a 

trade-off between low/high-interaction 

honeypots. It frequently monitor and 

examine the current status of each high-

interaction honeypot deployed in a network 

through intrusion detection schemes, and 

automatically reinstalls system if any 

anomaly is detected (Filippov et al., 2008; 

Gao et al., 2021).  

Fatahi et al. (2016) a real challenge is 

how to update clean system image as often, 

each system can change in legitimate ways – 

requiring logging at every single activity in 

each high-interaction honeypot. Frequent 

reinstallations will increase downtime – 

which can serve as another target for a DoS 

attack (Fatahi et al., 2016). We can use 

games theory to determine optimal 

distribution of honeypots classifying 4-types 

of systems: normal production systems, fake 

normal (honeypots camouflaged production 

system), honeypot (not camouflaged), and 

fake honeypots (production systems 

camouflaged as honeypots) (Goel et al., 

2017; Gratian et al., 2018; Halevi et al., 

2013). They developed models to achieve 

equilibrium between attackers and defenders 

using the four classifications. They used 

case studies to show how models could be 

applied to distributions of honeypots. 

Although the models took a naive view of 

the defender-attacker relationship, these 

techniques can be useful in distribution of 

honeypots, and if combined with a dynamic 

honeypot distribution technique as (Huang 

et al., 2021; Ileberi et al., 2022; Q. Li et al., 

2017).  

Halevi (2013) suggested ways to setup a 

honeypot specifically for detecting and 

studying SQL injection attacks. Chen argued 

that honeypot should be highly interactive 

for database related activities. He used non-

production systems in server to make the 

honeypot appears as real as possible. It 

allows an attacker access up to data 

manipulation. Monitoring and restricting the 

use of certain procedures were 

recommended since these could be used to 

alter the system. He suggested that a proxy 

between the web and database servers could 

be used to stop certain SQL commands from 

reaching the database (Lakshimi and Kavila, 

2018; C. Li et al., 2021). Their design used 

honeynet to simulate a real network. This 

honeynet would forward all SQL injection 

attacks to a high interaction honeypot with a 

database server (Ojugo & Ekurume, 2021a, 

2021b). Database should be populated with 

real-like data called honeytokens and should 

not be easy to access.  

Seleznyov (2002) used Honeyd for dynamic 

deployments of low interaction honeypots 

based on the needs detected by network 

scans. It uses Nmap to scan a network and 

gather details on the systems on the network, 

including operating systems and open ports. 

After the entire network is scanned, the 

configuration manager deploys and starts 

low-interaction honeypots based on the 

configuration files (Ojugo & Eboka, 2019a, 

2020b, 2020a). The configuration files are 

introduced to allow administrators to set 

open ports and a network address to each 

honeypot, as well as to specify which server 

services should be emulated at each 

honeypot. For high interaction honeypots, 

we can use passive network scanning to 



    Adeogun et al. (2022)/ FUPRE Journal, 7(3):61-78 (2023) 

Fupre Journal 7(3), 61 - 78(2023)  65 
 

create a more realistic honeynet, dynamic 

modification for running the honeypots. This 

will in turn consequently, improve the 

overall performance in the system emulation 

by the honeypots (Ojugo et al., 2012; 

Parsons et al., 2015). 

The challenges in designing and 

implementing honeypots is ensuring data 

integrity, confidentiality, availability, and 

privacy – knowing that an adversary will 

continually seek to breach a network and 

evade detection. This study is motivated 

therefore by these challenges (Ojugo & 

Nwankwo, 2021a, 2021b, 2021c, 2021d; 

Yildiz Durak, 2019; Zanin et al., 2018):  

1. Previous researches and deployment of 

security measures geared towards 

ensuring that adversaries are detected 

and kept at bay remains an error-prone 

and continuous task.  

2. Adversaries evolve to evade detection 

via adoption of new techniques. This is 

now a chronic issue 

3. Use of firewalls only in its faulty packet 

filtering methodology can make 

adversary evasion more possible 

4. Use of application gateways has several 

demerits such as cost and the bottleneck 

of its slowing down network speed 

accounts for performance inefficiency 

and ineffectiveness  

5. The chaotic nature of signature/anomaly-

based detection data makes adaptation 

by an attacker, flexible and robust. 

 

Deception though not often used, plays a 

critical role, which is fundamental since it 

differs from conventional security. This is 

because it aims to manipulate an adversary 

in a way, beneficial to an administrator. It is 

an important and effective way that 

compensates for conventional measures and 

inherent vulnerabilities therein (Ojugo et al., 

2021; Ojugo & Obruche, 2021). Use of 

firewalls, gateways, and intrusion detection 

systems, have their benefits and bottlenecks. 

Concern arises as adversaries continue to 

change their tactics that has led to faulty 

detection. To overcome these, we implement 

a hybrid firewall, IDS and honeypots 

explicit design. Honeypots are a new 

technology – powerful and have great 

potentials as they can detect new attacks 

even before data is compromised (Ojugo & 

Otakore, 2018b, 2018a, 2020). 

 

2.    MATERIALS AND METHODS 

2.1 Basic Experimental Honeypot Set-Up 

We set-up our honeypot to specifically 

detect and study SQL-code injection via 

non-production systems on a webserver to 

make the honeypot appears real as possible. 

This allows adversaries access the network 

to level of data manipulation. The system is 

monitored cum restricted via use of certain 

procedures such as addition of a proxy 

between the database and webservers. This 

will stop all SQL commands from reaching 

network database. The honey-net design 

simulates to a real network; And, 

consequently help forward all SQL injection 

attacks to the honeypot with any server 

(Ojugo, Yoro, Oyemade, et al., 2013; Ojugo, 

Yoro, Yerokun, et al., 2013; Ojugo & Yoro, 

2020b). 

Specifically, if the honeypot is designed 

to protect the database, the database is then 

populated with real-like data called honey-

tokens (i.e. data that looks real enough and 

can be traced when it is accessed/used). The 

honey-net with firewalls, gateways and IDS 

configuration will ensure the uneasy access 

to the designated server. The system will 

achieve: (a) honeypot easily identifies 

system vulnerabilities as an adversary tries 

to access the honey-net and used them, (b) 

honey-net will gather data that seeks to 

identify methods used by the adversary to 

capture data, (c) a honey-net will seek 

alternatives to such attack with various 

purposes aimed to capture, delete or alter 

data in the server, (d) knowing that some 

adversaries access a network via malicious 

script on a user browser and/or via malware 

– the honey-net will monitor, redirect any 

user to other sites via designated URLs 

and/or detect user source IP, (e) for 

connection logs recorded, a honey-net will 
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show which attack was done more 

frequently on the web application, (f) a 

honey-net seeks to unveil the source IP of an 

adversary via trace-back tools to track the 

source of an attack, (g) studying the 

connection logs, it tells an administrator the 

pattern of attacks that were successful and 

those that failed, (h) the recorded data on the 

honeypot will also further show tools and 

techniques are employed by hackers (Xuan 

et al., 2018; Yeboah-Boateng & Amanor, 

2014; Zareapoor & Shamsolmoali, 2015; D. 

Zhang et al., 2020). 

 

2.2 Network Structure: Feasibility Study 

To successfully deploy a honeypot, we 

must correctly setup its architecture on a 

firewall so that it performs well. There are 

no rules on deploying a honeypot. For 

effectiveness – there are three elements that 

defines its architecture (Al-Qatf et al., 2018; 

Altman, 2019; Ojugo & Okobah, 2018; 

Okobah & Ojugo, 2018):  

1. Data capture: The system tries to monitor 

log activities in the honeypot. To ensure 

effective data capture, the honeypot 

system uses several methods as no single 

layer can capture all the data required  

2. Data Control – controls the activities of 

an attacker. It grants access to an 

adversary to the network; But, traps them 

from redirecting their access to other 

parts of the network. This is achieved by 

isolating the target systems in honeynet 

with a layer-two bridge-device so as to 

control the amount of data the adversary 

has access to. It controls an adversary‟s 

out- bound activities by limiting their 

capability and permission. For our study, 

we use embedded honeynet (grants entry 

but blocks all outbound connections). A 

well-implemented honeynet successfully 

blocks all out-bound connections, stops 

the adversary from harming other 

systems, and its real value is in its ability 

learn and track what an adversary does 

once access is granted or have been 

obtained. 

3. Data Collection: With captured data 

stored in a central location, the value of a 

honeynet is embedded in its ability to 

review captured attacks. A honeynet 

easily detect and capture attack, including 

an attacker‟s keystrokes off a 

compromised system. This helps a 

network administrator to study and 

determined the nature of the adversary, 

commands executed on remote system 

and source Address, MAC number, 

Browser, etc as acquired from the 

honeypot log. These are reviewed to 

enhance the new creation of newer 

honeypots. 

2.3. Experimental Framework Design 

Honeypots are generated on-demand to 

meet the needs of the designated network. 

Thus, with such scheme – an adversary 

meets with an obscure network that redirects 

him/her to a newly created honeypot as he 

tries to connect to the victim host. The 

machine will remain secure from any of 

such malicious attacks. Proposed honeypot 

on-demand will allocate some resources on a 

network emulating real processes using 

either low- or high-interaction processes.  

For our proposed system, we employ a 

hybrid low and high interaction request via 

SQL injection to make the system more 

dynamic. Such a dynamic honeypot will 

radically revolutionize the deployment and 

maintenance of these real-life-like 

processes. The use of firewall on the hybrid 

honeypot will then help us monitor and 

observe the networks in real time. In setting 

up honeypot specifically for detecting and 

studying SQL injection – suggests using the 

non-production systems by the server to 

make the honeypot appears as real as 

possible. Its setup allows attackers access up 

to the point of data manipulation.  

Monitoring and restricting use of certain 

processes is also recommended. This simply 

disallows an adversary or does not grant 

such attacker the permission to alter the 

target machine (honeypot). This is achieved 

via the use of proxies between the Web and 

Database Servers to stop use of certain SQL-
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injected commands from reaching and 

accessing the database as in fig 1. Proposed 

design uses a honeynet to simulate a real 

network, which forwards all SQL injection 

attacks to the database server (already 

populated with real-like data called honey-

tokens). These are data that cannot be traced 

back to any source when it is used. Thus, 

making the database not be too easy to 

access.  

With hybrid design allows for low- 

interaction services that attackers typically 

seek. They are easy to maintain, and less 

resource intensive. They are also harder to 

use as a launch point for attacks on other 

systems. Our high- interaction honeypots 

execute and runs all other services that a 

production system runs – including a proper 

operating system. 

 

 
Fig. 1. Web-server with a Honeypot scheme 

 

This hybrid design allows the deploying 

organization to learn a lot more about the 

attacker‟s behaviour and attack methods. 

Also, detecting that it is a honeypot is much 

harder as it mimics production systems. But 

these systems are more resource- intensive 

and are harder to set up and maintain. These 

are also loaded with more capabilities. Thus, 

are more likely to be used to attack other 

systems. The network administrator thus, 

must be liable (referred to as downstream 

liability) for such attacks. Our mid-

interaction honeypots emulate component 

aspects of the application layer – providing 

interactivity that are unlikely and unsuitable 

to be used for other attacks.  

With these, to an adversary – intrusion 

into such a designed system (honeypot) 

appears as a legitimate target machine or 

system, running processes a production 

system is expected to as well as containing 

files that seem important and real enough – 

even though they are not. Thus, it appears 

real enough to have the proper sniffing and 

logging capabilities, alongside dummy files 

and processes. Since by definition, traffic in 

and/or out of a honeypot is malicious – it is 

best practice as implemented by us to place 

the honeypot inside a Web server. This 

enhances also the logging and alerting 

capabilities as well as provides a way to 

block outgoing traffic, so that it cannot be 

used as a launch point for attacks on other 

systems. 

 

2.4. Honeypot Detection Phase 

Here, this phase observes the details 

entered by users into the network – sensing 

if the user exceeds permission granted him 

or her. If true, it alerts the network 

administrator of an intruder as well as 

requests permissions to launch a capture. We 

use the SQL-injection technique to achieve 

this, which displays the data on a web page 

– as it is common to let web users input their 

own search values and also have access to 

their own files. Since SQL statements are 

text only, it is easy to dynamically change 

SQL statements to provide the user with 

selected data as thus in listing as in 

algorithm 1. Code creates a select statement 

by adding a variable (txtUserId) to a select 

string. The variable is fetched from the user 

input (Request) to the page. With the 

honeypot knowing that the SQL injection is 

a technique where malicious users can inject 

SQL-commands into an SQL statement, via 

web page input. Injected SQL commands 

can alter SQL statement and compromise the 

security of the application. Our detection 

phase automatically launches the logging 
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capabilities. 

 

Listing 1: SQL-code Injection technique  

txtUserID = getRequestString (“UserID”) 

txtSQL = “Select *from Users WHERE 

UserID =” + txtUserID 

End 

 

The Logging Capabilities grants users 

ability to enter their login details (sign-in). 

The honeypot redirects the user if such 

SQL- injection is observed. Else, user is 

redirected to next valid page so that user can 

access their profile. If the intended purpose 

of the code was to create an SQL statement 

to select a user with that given UserId and 

there is nothing to prevent a user from 

entering” wrong” input – a user can input: 

UserID: 105 or 1=1 

 

The system observes this logic statement 

and automatically redirect such a user 

(usually an intruder) to honeypot. Thus, it 

yields the expected result the adversary 

requested – which is potentially a database. 

It is thus, worthy of note that there exist 

boundaries in a network that users cannot 

exceed. If a user tries to exceed this limit, 

they are also redirected from their present 

address to the Honeypot – since the system 

senses such a user as an attacker trying to 

get into the potential database. 

 

2.5. Honeypot Capture Phase 

An adversary explores the full and potentials 

assets on access to a network. They also 

observe the network architecture and capture 

traffic to better understand the network 

topology. The honeypot then captures 

everything used by the intruder and also 

keeps track of paths and guesses taken by 

the intruder while he/she explores through 

the network. These tracks are kept in a log 

file for later reviews as in listing 2 below: 

 

Listing 2: Honeypot capturing a MAC 

Address 

ob_start; /* turn on output buffering */ 

system(„ipconfig /all‟);  /*execute external 

programs to output*/ 

For k number of attacks 

 $mycom=ob_get_contents(); /*capture 

output as variable*/ 

 ob_clean(); /*clean and erase output 

buffer*/ 

 $findme = “Physical”; 

 $pmac = strops($mycom, $findme); 

/*find the position of the physical text*/ 

 $mac=substr($mycom, ($pmac+36), 

17); /* get physical address*/ 

end for 

echo $mac 

 

The listing above captures the MAC Address 

of the intruder‟s system once he is inside the 

honeypot. The system also captures the 

intruder‟s Web Browser. It seeks to get the 

Name of the web browser the intruder is 

using, also gets the Version of his/her web 

browser and finally, it gets the Platform of 

which the intruder is operating on: which is 

the OS (i.e. Windows, Linux or Mac). 

 

2.6. Honeypot Lure Phase 

Attempting mix of exactly the assets 

and intelligence desired by the attacker. 

Tokens are designed as bait which further 

lure the attacker into the traps. Once the 

Attacker has completed his Reconnaissance, 

He will move Laterally to map other parts of 

the network and target the resources they 

want for Theft and/or Destruction. Assets 

use powerful emulation allowing traps to 

imitate any asset, whether it is a 

workstation, server or specialized devices. 

This Trap draws the Attacker in and traps the 

Attackers Malware tools. Now the Intruder 

is ready to Query the server to get valuable 

information or ready to compromise the 

Database for his malicious interest, the 

honeypot starts by enticing him to his 

preferred choice of query. Recall that the 

honeypot already knew what he wants based 

on his search queries; Data collection feeds 

the Honeypot with his demands and paths, 

with this information; the honeypot already 

knows the kind of files the intruder is 

looking for and tries to feed him/her with it. 
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The Intruder is lured to Emails, Multimedia 

files, Documented, and intruder feels he/she 

is attacking the real system. 

 

2.7. Honeypot Termination Phase 

Here, the network administrator is still 

keeping watch of the intruder in the network 

(Honeypot) because high valued targets are 

compromised for the attacker so that he will 

engage himself with complex attack 

procedures that require deep interaction with 

the traps. The Honeypot continues to extend 

the illusion to deeper levels. While the 

intruder is busy exploring the honeypot 

looking for information to steal or crafting 

plans to compromise the Database leaving 

no trace of him behind. The administrator 

has collected all the information of the 

intruder including his Web Browser. 

 

3. RESULT FINDINGS AND 

DISCUSSION 

3.1. Findings and Discussion 

For the study, honeypots are deployed 

as a web application on the Windows 

Servers with all deployments and 

configuration done on production and virtual 

machines. The honeypots are designed to be 

accessed as a web application running on the 

servers (a replica as will be considered 

during the actual attacks by an adversary). 

Thus, the attackers see the web application 

and then attack it finding it vulnerable as in 

figure 3; while figure 4 shows the cloud 

technology and firewall logins of some users 

on the network system.

 

 
Figure 3. Snapshot of system trapped by the honeypot 

 

 
Figure 4: Cloud technologies honeypot logins 



    Adeogun et al. (2022)/ FUPRE Journal, 7(3):61-78 (2023) 

Fupre Journal 7(3), 61 - 78(2023)  70 
 

 

Figure 3 shows the various headers of 

data to be captured namely: IP Address, 

MAC Address, Time, Browser, Browser 

version, operating system and Report (i.e. 

details of adversary). These are only 

captured when the intruder tries to exceed 

boundaries allocated to him/her. The system 

detects there is an invalid log in procedure 

and alert the Administrator. The network 

admin is alerted and confirms the data 

collection from the intruder. With log data 

collected, the admin chooses to track the 

intruder, or keep his/her data for future 

reference (Allenotor & Ojugo, 2017; Ibor et 

al., 2023; Oyemade & Ojugo, 2021). 

Figure 4 shows that the system also 

takes note of the time the intruder made 

his/her first attempt escalating privileges and 

keep monitoring his movement as the 

intruder goes on. When the intruder is in the 

network, he/she tries to access the robots.txt, 

Then the system tricks the intruder by 

showing the intruder the page below: 

 

Listing 3: SQL-code Injection with 

honeypot in action  

robot.txt for our website 

User-agent: * 

disallow: /backdoor.php 

 

The intruder sees the backdoor.php file and 

tries to load the page (at which the system 

fully confirms that the intruder has an 

ulterior motive) – and sends the intruder an 

error message. 

Honeypots are best alongside 

production web server(s) or in a separate 

Database protected by firewall(s) and IDPS 

(intrusion detection and prevention system). 

The logs generated by Honeypot can help 

detect adversaries and web servers that have 

been compromised. Honeypot is a computer 

technology which is spreading day by day in 

virtual environment. It‟s a technology which 

is not just for a big organization, but this is 

also beneficial for a single computer system 

as it provides an additional step in security 

of a computer system. This technology has 

lots of benefit but also has some of its 

disadvantages as well and at present 

research is on to improve the efficiency of 

honeypot and trying to overcome its 

disadvantages. Global communication is 

getting more important every day. At same 

time, computer crimes are increasing.  

 
4. CONCLUSION 

Deception technology integrates real world 

military tactics into a new generation of 

cybersecurity solutions. It enhances the 

cyber defence landscape and allows real, 

“while being attacked” intervention 

capabilities. Instead of taking a passive role, 

deception technology introduces technical 

solutions to create engaging assets and 

services to lure attackers. A significant 

number of cyber solution pioneers have 

launched various products to educate the 

market on this new approach for coping with 

cyberattacks. Honeypots and deception 

technology will continue to grow and be 

employed as a common practice in cyber 

defence. 

Countermeasures are developed to 

detect attacks - most of these measures are 

based on known attack patterns. Knowledge 

of attack strategy helps improve 

countermeasures and fixes the inherent 

vulnerabilities on a network. Honeypot 

comes into play for such purposes. It is a 

resource, which is intended to be attacked 

and computerized to gain more information 

about the attacker, and used tools Honeypots 

are closely monitored decoys that are 

employed in a network to study the trail of 

hackers and to alert network administrators 

of a possible intrusion. The traditional 

approach to security has been largely 

defensive so far, but interest is increasingly 

being paid to more aggressive forms of 

defence. One of these forms is decoy-based 

intrusion protection using honeypots. 
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