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ARTICLE INFO 

 

ABSTRACT 

Remote health monitor systems have enormous potential of becoming an integral 

part of medical system. Their outstanding roles are seen in treatment and monitor 

of patients with critical healthcare issues to reduce unnecessary visits to hospitals 

and unneeded pressure of healthcare experts. Health care monitors generate 

enormous data that must be analyzed to aid improved care delivery. We thus, 

advance a deep learning deep-learning techniques to detect reliability and 

accuracy of data obtained via an IoT-based remote health monitor. With dataset 

retrieved from Kaggle, we seek minimum training error that will also result in the 

best fit, selecting the number of hidden layers (a neuron for each layer) was 

established via a trail-and-error method, and examining the results. The best 

possible number of layers was found via tests on single layer with 1-to-20 neurons, 

and shows that our best F1-score with the least amount of train-loss time is with 

the configuration of 9-neurons and F1 of 93% and train time loss of 1.140. The 

accuracy comparison is performed between strongly correlated features and 

weakly correlated features. Finally, accuracy comparison between two approaches 

is performed to check which method is performing better for detecting erroneous 

data for the given dataset. 
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1. INTRODUCTION 

Healthcare today, is ever-changing with 

the birth of wireless sensors and Internet of 

Things (M. I. Akazue, Edje, et al., 2024; Hurt, 

2019; Ifioko et al., 2024), and has continued 

to leverage on as well as integrate these IoTs 

on medical equipment to help remote patient 

monitor and alert system (Ibor et al., 2023). 

The many merits of IoTs in healthcare sector 

includes its increased monitor care delivery, 

better patient engagement, ease access of 

patient records, and improved patient safety 

(Allenotor et al., 2015; Allenotor & Ojugo, 

2017; Omede et al., 2024). The provision of 

healthcare facilities to ambient assisted living 

is mostly linked with smart e-healthcare in 

nations like as Germany, United Kingdom, 

United States, and Australia (Atuduhor et al., 

2024; Ojugo & Oyemade, 2020; Setiadi et al., 

2024). Patients can access healthcare services 

nearest to them, use telemedicine to manage 

their medical crises electronically (in some 
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cases) (Afifah et al., 2022; Ojugo, Eboka, 

Okonta, et al., 2015; Ojugo & Otakore, 2018b; 

Smith et al., 2020), and also proffer greater 

assistance via the use of smart healthcare (Al-

Nbhany et al., 2024). Studies have shown that 

smart healthcare delivery paradigm can also 

attract drawbacks such as interoperability in 

adoption (Ojugo et al., 2024), tech adoption  

(Binitie et al., 2021; Ojugo, Ejeh, Odiakaose, 

Eboka, et al., 2023), privacy and security (M. 

Akazue et al., 2023; Obasuyi et al., 2024; 

Ojugo, Ejeh, Akazue, Ashioba, et al., 2023). 

Vital signs shows evidence of the current 

functioning of a patient’s body (Atuduhor et 

al., 2024). They provide critical information, 

vital for life – which are addressed as vital 

signs. Thus, in emergencies, a patient's heart 

rate is the first of vital sign checked. Today, 

various fitness and medical devices available 

in the market, that monitor and provide 

different vital and medical parameters such as 

calories burnt, step count, oxygen saturation 

level, blood pressure, heart rate variation, and 

respiration rate. These devices use Bluetooth 

Low Energy (BLE) to connect other devices 

like smartphones. Its major drawback is that 

data flow occurs in one way although some 

companies such as Fitbit and Garmin provide 

the functionality of making their phone apps 

to receive data with limited features. 

Various fitness devices are available on 

the market to monitor/alert different medical 

(vitals) features like calories spent, step count, 

oxygen saturation level (SPO2), heart rate, 

blood pressure, and respiration rate. These 

use Bluetooth Low Energy to interact with 

others like smartphones; Though, companies 

like Fitbit and Garmin aim at providing apps 

that receive limited feats functionality data. 

Real-time monitoring delivers on continuous 

updates about observed events and data for 

analysis with low latency and minimal delay. 

Thus, the need for a model that can analyse 

collected data for accuracy, consistency, and 

viability for medical purpose. Thus, when a 

feat is above a threshold value, an alert is sent 

to the medical expert – to observe more and 

provision advance warning/advice to patients. 

This can play an essential role in providing 

remote health monitoring to patients and 

most notably be useful for the elderly, women, 

and infants (Gaye & Wulamu, 2019; Maya 

Gopal P S & Bhargavi R, 2019; Nartey et al., 

2021; Oyewola et al., 2021). 

Healthcare records yields useful insight 

to improve EMR performance and strategies 

implementation to guide better monetization 

policies and portfolios for such organization. 

Information has also become both an integral 

foundation and fundamental requirement 

cum basis for today's complex culture (Al-

Mhiqani et al., 2021; Shanmuga Sundari & 

Subaji, 2020). This ease of integration can be 

attributed to its ubiquitous nature, low-cost, 

ease of use, mobility, portability and user-

trust (Muslikh et al., 2023; Ojugo et al., 2012; 

Safriandono et al., 2024) – all of which does 

continue to advance the popularity, adoption 

ease of ICTs. This growth has also attracted 

intrusion activities from adversaries (M. I. 

Akazue et al., 2022; Yoro, Aghware, Akazue, 

et al., 2023; Yoro, Aghware, Malasowe, et al., 

2023) whom for their personal gains, seek to 

exploit device of unsuspecting users. They do 

achieve these feats via socially-engineered 

phishing techniques; And its rise today, has 

become a great concern to both businesses 

and individuals (Evans, 2019; Haryani et al., 

2023; Oyemade et al., 2016; Oyetunde et al., 

2019; Srivastava et al., 2020). 

 
1.1 Secure Electronic Medical Records 

Patients especially on emergencies today, 

are not limited to receive care at specific 

hospitals (Nahavandi et al., 2022). Exchange 

of patient record is a panacea for improved 

healthcare, and tracking such record history 

is crucial and mandatory in provisioning 

quality healthcare. The unavailability of such 

records to care professional – especially off 

facilities where these records is/were created 

(Castro & Liskov, 2002) will continue to pose 

a range of complications, which may include: 

(a) healthcare coordination, (b) non-adoption 

of telemedicine with patient access (Ojugo & 

Ekurume, 2021b), (c) records corruption via 

tamper, mishandle and stealing (Okpor et al., 

2024), and (d) data exchange without patients’ 
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consent with unauthorized persons (Aghware 

et al., 2023b; Aghware, Ojugo, et al., 2024; 

Ojugo, Akazue, Ejeh, Odiakaose, et al., 2023). 

With EMRs – there are inherent issues like 

platform interoperability, data confidentiality, 

and security must be addressed urgently. 

Blockchain is aimed at resolving security 

challenges with immutability, which prevents 

records alteration (Amalraj & Lourdusamy, 

2022; Ileberi et al., 2022; Sasikala et al., 

2022). Blockchain in healthcare will improve 

user-trust and effective use of healthcare data 

(Christidis & Devetsikiotis, 2016; Ojugo et 

al., 2021b). Blockchain feats include tamper 

proof, improved authentication, smart 

contract, consensus verification, and others – 

unique to record sharing abilities (Damoska 

& Erceg, 2022; Eboka & Ojugo, 2020). As an 

emerging tech, blockchains can be fused with 

other technologies (Ojugo & Otakore, 2020b; 

Ojugo & Oyemade, 2021) to harness its many 

features, and resolve issues of interoperability. 

Lack of standards for developing care-based 

blockchain apps must be addressed to guide 

practitioners toward a transformative scheme 

(Akazue, Debekeme, et al., 2023; Fan et al., 

2020; Ojugo, Aghware, Yoro, et al., 2015b). 

Akazue et al. (2023) Blockchain is an 

tamper-proof, distributed database that is 

maintained cum validated over a network of 

interconnected users (Habib et al., 2022; 

Ojugo, Oyemade, Allenotor, et al., 2015). Its 

tamper-proof allows adoption in many 

platforms to quickly resolve security issues 

using conventional databases (M. I. Akazue, 

Yoro, et al., 2023). It timestamps data to 

avoid tamper (Dourado & Brito, 2014) using 

any of 4-modes: private, public, hybrid and 

consortium – each of which yields its ideal 

uses, benefits, and drawbacks (Tingfei et al., 

2020). Oladele et al. (2024) used the 

blockchain EMR for improved services that 

authenticates records as transaction to ensure 

user-data confidentiality, to yield greater 

interoperability as well as comply with the 

HIPAA regulations and standards in Nigeria 

(Ako et al., 2024; Oladele et al., 2024). 

 

 

1.2 Machine Learning Detections 

With healthcare delivery today – securing 

EMRs to ease patient and professionals 

access even from healthcare facilities outside 

of those where these records are created, have 

become the new quest for healthcare experts 

(Ojugo & Eboka, 2018c). This will help 

reduce records corruptions of various forms 

vis-à-vis reduce theft risk; And in turn, results 

in a great amount of monetary losses for both 

healthcare facilities and patients alike (Ojugo, 

Aghware, Yoro, et al., 2015a). The rise in 

trend of adversaries continue to raise 

concerns of urgency if both patients and 

medical centres are to remain productive 

(Malasowe, Okpako, et al., 2024; Odiakaose, 

Emordi, Ejeh, Ashioba, Odeh, Attoh, et al., 

2024; Sahmoud & Mikki, 2022). Adopting 

machine learning (ML) as low-cost 

alternatives mode now continues to yield 

successfully trained heuristics that effectively 

recognize normal activities as profiled 

patterns (Ileberi et al., 2022). ML models 

learns these patterns via features of interest, 

which helps them identify these patterns as 

signature classification that deviates from a 

norm in behaviour, or its quick detection as 

an unusual activity for a pattern indicative of 

an anomaly (Okobah & Ojugo, 2018). 

MLs have yielded successful adaption in 

vital sign detection. E.g. Logistic Regression 

(Lakshimi & Kavila, 2018; Li et al., 2021; 

Ojugo, Odiakaose, Emordi, Ejeh, et al., 2023), 

Deep Learning (Benchaji et al., 2021; Ojugo, 

Eboka, Yoro, et al., 2015), Bayes (Emordi et 

al., 2024; Mukhanov, 2008; Ojugo, 

Odiakaose, Emordi, Ako, et al., 2023), SVM 

(Altman, 2019), Random Forest (Ojugo, Yoro, 

Oyemade, et al., 2013; Xuan et al., 2018), 

KNN (Marazqah Btoush et al., 2023; Ojugo 

& Eboka, 2018a), and others (Abakarim et al., 

2018; Ojugo, Yoro, Yerokun, et al., 2013; 

Zareapoor & Shamsolmoali, 2015). ML’s 

performance, flexibility and robust adoption 

is often degraded with the choice in their 

adopted feature selection and pre-processing 

scheme (Malasowe et al., 2023; Malasowe, 

Ojie, et al., 2024; Ojugo et al., 2014).  
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1.3 Study Motivation 

Our study motivations include (Meghana 

et al., 2023; Ojugo & Eboka, 2018b; Ojugo & 

Yoro, 2013; Sharmila et al., 2019; Supriya & 

Akki, 2021):  

1. Appropriate format dataset is crucial to 

machine learning task as it aids faster 

training and yield good generalization 

and performance evaluation (Okonta et 

al., 2014). Some tasks lend to imbalanced 

datasets. Thus, studies must explore intri-

cate sampling techniques, and harness the 

robust power of ensemble(s) tailored ex-

plicitly to mitigating the issues of imbal-

anced dataset (Ojugo & Eboka, 2021; 

Ojugo & Otakore, 2021). 

2. Previous studies use hill-climb schemes, 

which are often struck at local maxima 

and yield non-optimal feature selection in 

the quest for ground truth, heuristic con-

struction, and training. These, can lead to 

both poor generalization and poor test da-

taset classifying for the proposed model. 

3. Fusion learning with feature engineering, 

sparse anomalies learning, and associa-

tion rules have since also become issues 

with deep learning networks (DLNN). To 

resolve anomaly optimization(s) and out-

lier detection in vital signs monitor de-

vices from collected data, we seek to de-

tect outlier in the normal behavior of the 

system to aid remote monitor/alert with 

accurate classifying of measures via well-

established interactions. Smart devices let 

us use sensor-collected data and interact 

with other devices. To provide proof of 

concept, sensor devices with open APIs 

are selected to demonstrate this challenge 

and can be overcome and data can be col-

lected and processed in a cloud system. 

4. The second challenge that needs to be ad-

dressed arises in the data processing and 

usage phase (source). In the data pro-

cessing phase, it must be ensured that the 

collected data is reliable. 

5. Regression tasks are often continuous due 

to insufficient test dataset, feature selec-

tion among other factors required to help 

validate such heuristics’ performance. 

This can lead to degraded performance, 

poor generalization, model overfit and 

overtrain; And thus, hampers adoption. 

 

To overcome these, we adopt deep learn-

ing ensemble for Kaggle dataset. Our choice 

is due to its ability to greatly reduce overfit-

ting, to address imbalanced datasets, and 

yield a vigorous prediction accuracy. 

 
2.    MATERIALS AND METHODS 

2.1 Data Gathering 

 System design involves a prototype for data 

collection via IoTs; And implementation 

involves various DL algorithms. Functional 

block diagram as implemented is seen as in 

Figure 1. User data is retrieved via graphic-

user-interface, and sent for analysis. Data is 

collected via two devices, and transmitted via 

Bluetooth to the intermediate devices as 

transmission medium. This data is stored via 

intermediate device and transmitted to the 

cloud via Wi-Fi as the transmission medium. 

This data from the cloud is further extracted 

to the remote server for analysis. In our work, 

data analysis involves erroneous detection 

with processed data stored in remote server. 

The first phase senses (retrieves) data as 

collected. The task of data collection is 

performed in two steps. The first step in data 

collection involves a device to be used for 

data collection. In our work, we are making 

use of IOT devices, namely spire stone and 

iHealth Sense. The second phase includes the 

communication phase. This phase has 3-steps: 

(a) first, establishes communication between 

devices and BLE-medium to control the 

device, (b) it then establishes communication 

to transmit the data from the WiFi interface, 

and (c) lastly, we send data from the cloud to 

server via open APIs or a file transfer 

protocol. Lastly, the third phase includes the 

data processing phase, which deals with data 

analysis. The primary purpose of data 

analysis for our work is to detect anomalies 

in the collected data. Outlier detection 

depends on the type of information being 

collected. There are three main types of 
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outliers, such as global outliers (point outlier), 

collective outliers, and contextual outliers. 

These outlier detection methodologies will be 

done by using DL. The last step of the 

proposed method includes the processed data 

storage in the Excel Spreadsheet. 

 

 
Figure 1. Heart pressure rate monitor design 

 

2.2 Experimental Deep Learning Model 

DNN uses deep learning to adapt useful 

selected feat of interest, to carefully construct 

a multi-layer network from vast amount of 

data. Its deep architecture uses the hidden 

layer to transform non-linearly from previous 

layers and improves prediction accuracy to 

the next (Aghware et al., 2023a). Hinto et al. 

(2021) proposed DNN trained via 2-phases 

using an unsupervised auto-encoder, which is 

a multi-layered network with a decoder and 

encoder. The encoder transforms inputs from 

high-to-low dimension via its function fencoder;  

while, a decoder reconstruct the function via 

fdecoder to reverse the encoder task (Ojugo & 

Ekurume, 2021a) in (Mohebbi et al., 2017) 

for detailed encoder/decoder algorithms. 

At pre-training, N autoencoders are 

stacked to N-hidden-layer for input. With 

input accepted, the input (first hidden) layer 

acts as auto-encoder, and is trained to 

minimize reconstruction error. Training 

parameter(s) of the encoder is used to 

initialize this hidden layer. Our 1st and 2nd 

hidden layers are selected as encoder(s) for 

training. Process continues till the Nth auto-

encoder is trained and initializes the final 

hidden layer. With all hidden layers stacked 

in the auto-encoder at each training N-times, 

they are regarded as pre-trained. This feat 

yields better result than random initialization. 

It achieves better generalization (Charan et 

al., 2020; Dong et al., 2024; Lu & Rakovski, 

2022; Ojugo & Yoro, 2021b) 

Fine-tuning is a supervised phase that 

seeks to optimize a DNN’s performance by 

retraining the network labeled training data. 

It computes the errors as a difference in real 

versus predicted values via back-propagated 

stochastic gradient descent (SGD), which 

randomly selects data, and iteratively updates 

gradient direction with the weight parameters. 

A merit of the SGD is that it converges faster 

and does not require the entire dataset. This 

makes it suitable for complex neural 

networks as given in Equation 1 with E as 

loss function, y is label and t is output of the 

network (Ojugo & Eboka, 2020a; Ojugo & 

Otakore, 2020a; Yoro & Ojugo, 2019a): 

2

1

1
  ( )
2

i i

j

E M y t

=

= −  (1) 

The gradient of the weight w is obtained 

as a derivative of the error equation – so that 

an updated SGD is given by Equation 2 with 

ŋ  is step-size, h is number of hidden layers 

(Odiakaose et al., 2023; Odiakaose, Emordi, 

Ejeh, Ashioba, Odeh, Obiageli, et al., 2024): 

( ) ( )   . . 1 .new old
ij ij j j j i iW W y t y y h= − − −ŋ  (2) 

 

This process is optimized by the weights 

and threshold based on correctly labelled data. 

Thus, a DNN can learn accurately at its final 

output and direct task all network parameters 

to perform correct classifications (Malasowe, 

Aghware, et al., 2024; Malasowe, Edim, et al., 

2024). 

 

2.3 Training Phase 

The DLNN solves tasks by: (a) dividing 

train dataset and compute cluster center from 

each cluster point, (b) each cluster is trained 

so that each DNN learns the various attributes 

of each subset, (c) test data applies previous 

cluster centers to detect outlier(s) by the pre-

trained DNNs, and (d) output of each DNN is 

aggregated as final output.  Solution is divided 

into 3-steps (Ojugo & Eboka, 2019, 2020b; 

Okonta et al., 2014; Wemembu et al., 2014): 
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1. Step 1 divides the dataset into train/test 

partitions. DNN stores computed cluster 

centers, used as initialization center(s) to 

generate test datasets. Dataset is formatted 

as data-points for selected parameters, and 

the data-points in the training dataset are 

aligned into same class. For its improved 

performance, it revises cluster numbers (to 

between 2 to 6) and sigma values (i.e. 0.1 

to 1.0). The minimum distance from a data 

point to each cluster center is measured, 

and a data-point’s nearness to a cluster, 

assigns it to that cluster-class. Training 

sets generated by clusters are taken up as 

input to DNNs. For training, the number 

of DNNs should equal the number of 

clusters. DNN architecture consists of five 

layers: an input, two hidden, a softmax and 

an output layer respectively. The hidden 

layers learn feats from each training subset, 

and the top layer is a five-dimensional 

output vector. Each training subset 

generated from the kth cluster center is 

regarded as input data to feed into kth 

DNN respectively. Trained sub-DNN 

models are marked sub-DNN 1 to k. 

2. Step 2 uses test dataset to generate k-

datasets with the previous cluster center 

obtained from clusters in Step 1. Test sub-

dataset is denoted as Test 1 through Test k. 

3. Step 3: The k-test data subsets are fed into k 

sub-DNNs, which were completed by the k 

training data subsets in Step 1. Output of 

each sub-DNN is integrated as final output 

and used to analyses positive detection 

rates. Our confusion matrix performance 

of generated rules yields the algorithm thus 

(Ojugo et al., 2021a): 

 
Algorithm 1: Listing of the Vital Signs Deep Learning Neural Network Algorithm  

Input: dataset, cluster number, number of hidden-layer nodes HLN, number of hidden layers HL. 

divide dataset into train and testing dataset   /*get the largest matrix eigenvectors and train datasets*/ 

function obtain (cluster train dataset, center and result 

if (input_dataset_cluster = = train_dataset) then 

 select & set all parameters as learn_rate, denoise, sparse learning, weight and bias functions 

 compute sparsity_cost, update weights and bias afterwards 

 return true 

else endif 

End 

function fine_tune (DNN for Vital_Signs) 

use backpropagation with momentum leaning to train  

obtain final structure of each trained sub-DNN 

divide each test data-subset with cluster epi-center distance value using parameters from the train cluster 

measure distance as cluster center between train and test data-subset 

For each sub-DNN Result function DNN_integrate (parameter_quantity) then 

 integrate as final output 

 return output → (result == final output): else 

end if: END 

 

3.    RESULTS AND DISCUSSION 

3.1.  Parameters Tuning 

Our deep network uses 5-neurons at its 

input (a neuron for each feat), and 4-neuron 

for its output layer (a neuron for each possible 

class of low, normal, moderate and high). Our 

DL features are learning rate, activation 

function, hidden layer topology and number 

of epochs. We used Rectified Linear Unit 

(ReLU) activation Function with 500-epochs 

(with values of 100-to-500 epochs to account 

for training time and performance accuracy. 

With no rule in selecting number of hidden 

layer(s) and neuron(s), such flexibility helps 

improves the heuristics capability to evaluate 

complex function as in Table 1, which agrees 

with (Ojugo & Nwankwo, 2021a; Ojugo & 

Otakore, 2020c; Okonta et al., 2013; 

Omoruwou et al., 2024; Otorokpo et al., 2024; 

Oyemade & Ojugo, 2021). 
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Table 1. Performance Evaluation and Results 

Hidden 

Layer 

Preci-

sion 

Accu-

racy 

F1 Iteration Train 

Loss 

Epoch 

1 0.84 0.92 0.88 44 0.294 500 

2 0.84 0.92 0.87 24 0.278 500 

3 0.84 0.92 0.88 26 0.293 500 

4 0.84 0.92 0.88 9 0.501 500 

5 0.89 0.55 0.64 19 1.496 500 

6 0.94 0.94 0.92 18 1.400 500 

7 0.86 0.53 0.63 4 2.230 500 

8 0.90 0.84 0.86 16 2.071 500 

9 0.94 0.95 0.93 18 1.140 500 

10 0.92 0.92 0.90 16 1.779 500 

11 0.88 0.91 0.89 7 2.134 500 

12 0.91 0.92 0.89 8 2.320 500 

13 0.87 0.87 0.87 13 2.006 500 

14 0.92 0.92 0.90 8 1.970 500 

15 0.92 0.92 0.90 5 1.730 500 

16 0.85 0.85 0.85 10 1.540 500 

17 0.90 0.84 0.86 15 2.320 500 

18 0.91 0.92 0.90 8 1.440 500 

19 0.92 0.93 0.90 14 2.160 500 

20 0.91 0.91 0.91 5 1.772 500 

 

We seek minimum training error that will 

also result in the best fit, selecting the number 

of hidden layers (and neurons for each layer) 

was established via a trail-and-error method, 

and examining the results. The best number 

of layers was found via single layer with 1-

to-20 neurons, which shows that our best F1-

score with the least amount of train-loss time 

as in Table 1, is with the configuration of 9-

neurons and f-score of 93% at 18th-iteration 

with train loss of 1.140 (in bold). 

 

3.2.  Discussion of Findings 

Pre-processed dataset as obtained from 

the server, was employed for further analysis. 

In this work, the information is first collected 

from the IoT devices and then it is sent to the 

intermediate device (Fitbit app is paired to 

interact with the smartphone). Afterward, it is 

being stored in the cloud using Wi-fi and gets 

transferred to the server on a remote 

computer. The pre-processed data considers 

different features like systolic blood pressure, 

diastolic blood pressure, heart and respiration 

rate(s). With data samples as shown in Table 

2, which agrees with (Armstrong & Vickers, 

2020; Ihama et al., 2023; Ojugo, Ugboh, 

Onochie, et al., 2013). 

 
Table 2. Processed Dataset from Test Dataset 

Respiration Rate SYS DIA PULSE 
18.0 142.0 76.0 86.0 

15.0 125.0 76.0 83.0 

17.0 125.0 78.0 85.0 

17.0 124.0 80.0 85.0 

14.0 123.0 89.0 81.0 

19.0 120.0 92.0 87.0 

15.0 123.0 75.0 83.0 

15.0 132.0 99.0 83.0 

15.0 127.0 86.0 83.0 

14.0 127.0 94.0 81.0 

16.0 139.0 99.0 85.0 

15.0 128.0 94.0 82.0 

15.0 124.0 86.0 85.0 

14.0 122.0 81.0 80.0 

14.0 116.0 89.0 81.0 

12.0 116.0 86.0 81.0 

14.0 119.0 90.0 80.0 

16.0 117.0 84.0 82.0 

14.0 117.0 84.0 82.0 

13.0 117.0 84.0 82.0 

22.0 145.0 95.0 105.0 

20.0 145.0 95.0 105.0 

 

The visualized labels obtained from the 

autoencoder (AE) is performed using t-SNE 

display. (t-SNE) yields a device’s non-linear 

dimensionality reduction algorithm used to 

exploring high dimensional data, and it also 

maps multi-dimensional data to two or more 

dimensions. A major merit of using t-SNE is 

that it focuses on preserving the distances 

between widely-separate data points; Rather 

than distances between the nearby locations. 

t-SNE shows inliers in green, and outliers in 

red as in Figure 2, and agrees with (Brizimor 

et al., 2024; Hamad et al., 2021; Ojugo & 

Nwankwo, 2021b; Ojugo & Otakore, 2018a). 

The ground truth obtained is used by the 

DL models for computing accuracy. Once the 

labelling is provided by AE then the data is 

further divided into two parts (training set 

and test set) (Ejeh et al., 2024; Ojugo & Yoro, 

2020, 2021a). The training set consists of 70-

percent of samples; while, the remainder 30-

percent were kept for test set. Train dataset is 

used to train the models, as was also validated 

by applying it on test dataset. The 70/30 rule 

is applied for dividing the samples into test 

set and training set. Afterward, these ML are 

compared based on accuracy achieved 

(Aghware, Adigwe, et al., 2024; Akpoyibo et 

al., 2022; Ukadike et al., 2023). 
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Figure 2. The Autoencoder visual output for 

our proposed DNN (Ojugo & Eboka, 2014, 

2018a, 2018c) 

 
4. CONCLUSION 

Models are useful to represent reality as 

their primary value is to serve as educational 

tools for insight to help us better understand 

and reflect upon reality (Ojugo, Allenotor, 

Oyemade, et al., 2015; Oyemade & Ojugo, 

2020). The chaotic nature of medical vitals as 

rippled with noisy dataset in its many features, 

will continue to yield studies that explore 

deep learning ensemble as suitable to address 

it (M. I. Akazue, Okofu, et al., 2024). The 

variance and bias in ML tasks also makes 

possible, the optimization of training sample 

if greater performance is to be achieved (Ejeh 

et al., 2024; Ojugo & Yoro, 2020, 2021a). 

Thus, our DNN solution yield 56-rules, and 

top rules had a classification accuracy of [0.8, 

0.96]. This, implies that over 80% of its rules 

can adequately classify test-cases to achieve 

optimality (Ojugo, Akazue, Ejeh, Ashioba, et 

al., 2023; Shoeibi et al., 2022; Yao et al., 2022; 

Yoro & Ojugo, 2019b). 

 

Conflict of Interest 

The authors declare that there is no conflict 

of interest. 

 

References 

Abakarim, Y., Lahby, M., & Attioui, A. 

(2018). An Efficient Real Time Model 

For Credit Card Fraud Detection Based 

On Deep Learning. International 

Conference on Intelligent Systems, 1–7. 

https://doi.org/10.1145/3289402.32895

30 

Afifah, K., Yulita, I. N., & Sarathan, I. (2022). 

Sentiment Analysis on Telemedicine 

App Reviews using XGBoost Classifier. 

2021 International Conference on 

Artificial Intelligence and Big Data 

Analytics, 22–27. 

doi.org/10.1109/icaibda53487.2021.968

9735 

Aghware, F. O., Adigwe, W., Okpor, M. D., 

Odiakaose, C. C., Ojugo, A. A., Eboka, 

A. O., Ejeh, P. O., Taylor, O. E., Ako, R. 

E., & Geteloma, V. O. (2024). 

BloFoPASS: A blockchain food 

palliatives tracer support system for 

resolving welfare distribution crisis in 

Nigeria. International Journal of 

Informatics and Communication 

Technology (IJ-ICT), 13(2), 178. 

https://doi.org/10.11591/ijict.v13i2.pp1

78-187 

Aghware, F. O., Ojugo, A. A., Adigwe, W., 

Odiakaose, C. C., Ojei, E. O., Ashioba, 

N. C., Okpor, M. D., & Geteloma, V. O. 

(2024). Enhancing the Random Forest 

Model via Synthetic Minority 

Oversampling Technique for Credit-

Card Fraud Detection. Journal of 

Computing Theories and Applications, 

1(4), 407–420. 

https://doi.org/10.62411/jcta.10323 

Aghware, F. O., Yoro, R. E., Ejeh, P. O., 

Odiakaose, C. C., Emordi, F. U., & 

Ojugo, A. A. (2023a). DeLClustE: 

Protecting Users from Credit-Card 

Fraud Transaction via the Deep-

Learning Cluster Ensemble. 

International Journal of Advanced 

Computer Science and Applications, 

14(6), 94–100. 

https://doi.org/10.14569/IJACSA.2023.

0140610 

Aghware, F. O., Yoro, R. E., Ejeh, P. O., 

Odiakaose, C. C., Emordi, F. U., & 

Ojugo, A. A. (2023b). Sentiment 

analysis in detecting sophistication and 

degradation cues in malicious web 

contents. Kongzhi Yu Juece/Control and 



Agbo et al.(2024)/ FUPRE Journal, 8(4): 90-109(2024) 

 

Fupre Journal 8(4), 90 - 109(2024)  98 
 

Decision, 38(01), 653. 

Akazue, M., Asuai, C., Edje, A., Omede, E., 

& Ufiofio, E. (2023). Cybershield : 

Harnessing Ensemble Feature Selection 

Technique for Robust Distributed 

Denial of Service Attacks Detection. 

Kongzhi Yu Juece/Control and Decision, 

38(03), 1211–1224. 

Akazue, M. I., Debekeme, I. A., Edje, A. E., 

Asuai, C., & Osame, U. J. (2023). 

UNMASKING FRAUDSTERS : 

Ensemble Features Selection to 

Enhance Random Forest Fraud 

Detection. Journal of Computing 

Theories and Applications, 1(2), 201–

212. 

https://doi.org/10.33633/jcta.v1i2.9462 

Akazue, M. I., Edje, A. E., Okpor, M. D., 

Adigwe, W., Ejeh, P. O., Odiakaose, C. 

C., Ojugo, A. A., Edim, B. E., Ako, R. 

E., & Geteloma, V. O. (2024). 

FiMoDeAL: pilot study on shortest path 

heuristics in wireless sensor network for 

fire detection and alert ensemble. 

Bulletin of Electrical Engineering and 

Informatics, 13(5), 3534–3543. doi: 

10.11591/eei.v13i5.8084 

Akazue, M. I., Ojugo, A. A., Yoro, R. E., 

Malasowe, B. O., & Nwankwo, O. 

(2022). Empirical evidence of phishing 

menace among undergraduate 

smartphone users in selected 

universities in Nigeria. Indonesian 

Journal of Electrical Engineering and 

Computer Science, 28(3), 1756–1765. 

doi: 10.11591/ijeecs.v28.i3.pp1756-

1765 

Akazue, M. I., Okofu, S. N., Ojugo, A. A., 

Ejeh, P. O., Odiakaose, C. C., Emordi, F. 

U., Ako, R. E., & Geteloma, V. O. 

(2024). Handling Transactional Data 

Features via Associative Rule Mining 

for Mobile Online Shopping Platforms. 

International Journal of Advanced 

Computer Science and Applications, 

15(3), 530–538. doi: 

10.14569/IJACSA.2024.0150354 

Akazue, M. I., Yoro, R. E., Malasowe, B. O., 

Nwankwo, O., & Ojugo, A. A. (2023). 

Improved services traceability and 

management of a food value chain using 

block-chain network : a case of Nigeria. 

Indonesian Journal of Electrical 

Engineering and Computer Science, 

29(3), 1623–1633. 

https://doi.org/10.11591/ijeecs.v29.i3.p

p1623-1633 

Ako, R. E., Aghware, F. O., Okpor, M. D., 

Akazue, M. I., Yoro, R. E., Ojugo, A. A., 

Setiadi, D. R. I. M., Odiakaose, C. C., 

Abere, R. A., Emordi, F. U., Geteloma, 

V. O., & Ejeh, P. O. (2024). Effects of 

Data Resampling on Predicting 

Customer Churn via a Comparative 

Tree-based Random Forest and 

XGBoost. Journal of Computing 

Theories and Applications, 2(1), 86–101. 

https://doi.org/10.62411/jcta.10562 

Akpoyibo, P. T., Akazue, M. I., & Ukadike, I. 

D. (2022). Development of a floating 

surface water robotic oil spillage 

surveillance (SWROSS) System. 

Global Scientific Journal, 10(11), 2214–

2230. 

Al-Mhiqani, M. N., Isnin, S. N., Ahmed, R., 

& Abidi, Z. Z. (2021). An Integrated 

Imbalanced Learning and Deep Neural 

Network Model for Insider Threat 

Detection. International Journal of 

Advanced Computer Science and 

Applications, 12(1), 1–5. 

Al-Nbhany, W. A. N. A., Zahary, A. T., & Al-

Shargabi, A. A. (2024). Blockchain-IoT 

Healthcare Applications and Trends: A 

Review. IEEE Access, 12(January), 

4178–4212. doi: 

10.1109/ACCESS.2023.3349187 

Allenotor, D., & Ojugo, A. A. (2017). A 

Financial Option Based Price and Risk 

Management Model for Pricing 

Electrical Energy in Nigeria. Advances 

in Multidisciplinary & Scientific 

Research Journal, 3(2), 79–90. 

Allenotor, D., Oyemade, D. A., & Ojugo, A. 

A. (2015). A Financial Option Model for 

Pricing Cloud Computational Resources 

Based on Cloud Trace Characterization. 

African Journal of Computing & ICT, 



Agbo et al.(2024)/ FUPRE Journal, 8(4): 90-109(2024) 

 

Fupre Journal 8(4), 90 - 109(2024)  99 
 

8(2), 83–92. www.ajocict.net 

Altman, E. R. (2019). Synthesizing Credit 

Card Transactions. PeerJ Computer 

Science, 14. 

Amalraj, J., & Lourdusamy, R. (2022). A 

Novel distributed token-based algorithm 

using secret sharing scheme for secure 

data access control. International 

Journal of Computer Networks and 

Applications, 9(4), 374. 

https://doi.org/10.22247/ijcna/2022/214

501 

Armstrong, M., & Vickers, J. (2020). Patterns 

of Price Competition and the Structure 

of Consumer Choice. MPRA Paper, 

1(98346), 1–40. 

Atuduhor, R. R., Okpor, M. D., Yoro, R. E., 

Odiakaose, C. C., Emordi, F. U., Ojugo, 

A. A., Ako, R. E., Geteloma, V. O., Ejeh, 

P. O., Abere, R. A., Ifioko, A. M., & 

Brizimor, S. E. (2024). StreamBoostE: 

A Hybrid Boosting-Collaborative Filter 

Scheme for Adaptive User-Item 

Recommender for Streaming Services. 

Advances in Multidisciplinary & 

Scientific Research Journal 

Publications, 10(2), 89–106. 

https://doi.org/10.22624/AIMS/V10N2

P8 

Benchaji, I., Douzi, S., El Ouahidi, B., & 

Jaafari, J. (2021). Enhanced credit card 

fraud detection based on attention 

mechanism and LSTM deep model. 

Journal of Big Data, 8(1), 151. 

https://doi.org/10.1186/s40537-021-

00541-8 

Binitie, A. P., Innocent, O. S., Egbokhare, F., 

& Egwali, A. O. (2021). Implementing 

Existing Authentication Models In 

USSD Channel. 2021 International 

Conference on Electrical, Computer 

and Energy Tech., 1–5. doi: 

10.1109/ICECET52533.2021.9698659 

Brizimor, S. E., Okpor, M. D., Yoro, R. E., 

Emordi, F. U., Ifioko, A. M., Odiakaose, 

C. C., Ojugo, A. A., Ejeh, P. O., Abere, 

R. A., Ako, R. E., & Geteloma, V. O. 

(2024). WiSeCart: Sensor-based Smart-

Cart with Self-Payment Mode to 

Improve Shopping Experience and 

Inventory Management. Social 

Informatics, Business, Politics, Law, 

Environmental Sciences and Technology, 

10(1), 53–74. 

https://www.researchgate.net/publicatio

n/381032318_WiSeCart_Sensor-

based_Smart-Cart_with_Self-

Payment_Mode_to_Improve_Shopping

_Experience_and_Inventory_Managem

ent 

Castro, M., & Liskov, B. (2002). Practical 

byzantine fault tolerance and proactive 

recovery. ACM Transactions on 

Computer Systems, 20(4), 398–461. 

https://doi.org/10.1145/571637.571640 

Charan, D. S., Nadipineni, H., Sahayam, S., 

& Jayaraman, U. (2020). Method to 

Classify Skin Lesions using 

Dermoscopic images. 

Christidis, K., & Devetsikiotis, M. (2016). 

Blockchains and Smart Contracts for the 

Internet of Things. IEEE Access, 4, 

2292–2303. 

https://doi.org/10.1109/ACCESS.2016.

2566339 

Damoska, S. J., & Erceg, A. (2022). 

Blockchain Technology toward 

Creating a Smart Local Food Supply 

Chain. Computers, 11(6), 95. 

https://doi.org/10.3390/computers1106

0095 

Dong, J., Xing, L., Cui, N., Zhao, L., Guo, L., 

Wang, Z., Du, T., Tan, M., & Gong, D. 

(2024). Estimating reference crop 

evapotranspiration using improved 

convolutional bidirectional long short-

term memory network by multi-head 

attention mechanism in the four climatic 

zones of China. Agricultural Water 

Management, 292(December 2023), 

108665. 

https://doi.org/10.1016/j.agwat.2023.10

8665 

Dourado, E., & Brito, J. (2014). 

Cryptocurrency. In The New Palgrave 

Dictionary of Economics (pp. 1–9). 

Palgrave Macmillan UK. 

https://doi.org/10.1057/978-1-349-



Agbo et al.(2024)/ FUPRE Journal, 8(4): 90-109(2024) 

 

Fupre Journal 8(4), 90 - 109(2024)  100 
 

95121-5_2895-1 

Eboka, A. O., & Ojugo, A. A. (2020). 

Mitigating technical challenges via 

redesigning campus network for greater 

efficiency, scalability and robustness: A 

logical view. International Journal of 

Modern Education and Computer 

Science, 12(6), 29–45. 

https://doi.org/10.5815/ijmecs.2020.06.

03 

Ejeh, P. O., Okpor, M. D., Yoro, R. E., Ifioko, 

A. M., Onyemenem, I. S., Odiakaose, C. 

C., Ojugo, A. A., Ako, R. E., Emordi, F. 

U., & Geteloma, V. O. (2024). 

Counterfeit Drugs Detection in the 

Nigeria Pharma-Chain via Enhanced 

Blockchain-based Mobile 

Authentication Service. Advances in 

Multidisciplinary & Scientific Research 

Journal Publications, 12(2), 25–44. 

https://www.researchgate.net/publicatio

n/381785673_Effects_of_Data_Resam

pling_on_Predicting_Customer_Churn

_via_a_Comparative_Tree-

based_Random_Forest_and_XGBoost 

Emordi, F. U., Odiakaose, C. C., Ejeh, P. O., 

Ashioba, N. C., Odeh, C., Obiageli, A., 

& Azaka, M. (2024). TiSPHiMME: 

Time Series Profile Hidden Markov 

Ensemble in Resolving Item Location 

on Shelf Placement in Basket Analysis. 

Digital Innovations and Contemporary 

Research in Science, 12(1), 33–48. 

https://doi.org/10.22624/AIMS/DIGIT

AL/v11N4P3 

Evans, J. D. (2019). Improving the 

Transparency of the Pharmaceutical 

Supply Chain through the Adoption of 

Quick Response (QR) Code, Internet of 

Things (IoT), and Blockchain 

Technology: One Result: Ending the 

Opioid Crisis. Pittsburgh Journal of 

Technology Law and Policy, 19(1). 

https://doi.org/10.5195/tlp.2019.227 

Fan, K., Bao, Z., Liu, M., Vasilakos, A. V., & 

Shi, W. (2020). Dredas: Decentralized, 

reliable and efficient remote outsourced 

data auditing scheme with blockchain 

smart contract for industrial IoT. Future 

Generation Computer Systems, 110, 

665–674. 

https://doi.org/10.1016/j.future.2019.10

.014 

Gaye, B., & Wulamu, A. (2019). Sentimental 

Analysis for Online Reviews using 

Machine learning Algorithms. 1270–

1275. 

Habib, G., Sharma, S., Ibrahim, S., Ahmad, I., 

Qureshi, S., & Ishfaq, M. (2022). 

Blockchain Technology: Benefits, 

Challenges, Applications, and 

Integration of Blockchain Technology 

with Cloud Computing. Future Internet, 

14(11), 341. 

https://doi.org/10.3390/fi14110341 

Hamad, A. A., Thivagar, M. L., Alshudukhi, 

J., Alharbi, T. S., Aljaloud, S., 

Alhamazani, K. T., & Meraf, Z. (2021). 

Secure Complex Systems: A Dynamic 

Model in the Synchronization. 

Computational Intelligence and 

Neuroscience, 1–6. doi: 

10.1155/2021/9719413 

Haryani, F. F., Sarwanto, S., & Maryono, D. 

(2023). Online learning in Indonesian 

higher education: New indicators during 

the COVID-19 pandemic. International 

Journal of Evaluation and Research in 

Education (IJERE), 12(3), 1262. 

https://doi.org/10.11591/ijere.v12i3.240

86 

Hurt, A. (2019). Internet of Medical Things 

emerges. Dermatology Times, 40(10), 

52–58. 

http://ezproxy.uct.ac.za/login?url=https:

//search.ebscohost.com/login.aspx?dire

ct=true&db=cin20&AN=138944526&s

ite=ehost-live 

Ibor, A. E., Edim, B. E., & Ojugo, A. A. 

(2023). Secure Health Information 

System with Blockchain Technology. 

Journal of the Nigerian Society of 

Physical Sciences, 5(992), 992. 

https://doi.org/10.46481/jnsps.2023.992 

Ifioko, A. M., Yoro, R. E., Okpor, M. D., 

Brizimor, S. E., Obasuyi, D. A., Emordi, 

F. U., Odiakaose, C. C., Ojugo, A. A., 

Atuduhor, R. R., Abere, R. A., Ejeh, P. 



Agbo et al.(2024)/ FUPRE Journal, 8(4): 90-109(2024) 

 

Fupre Journal 8(4), 90 - 109(2024)  101 
 

O., Ako, R. E., & Geteloma, V. O. 

(2024). CoDuBoTeSS: A Pilot Study to 

Eradicate Counterfeit Drugs via a 

Blockchain Tracer Support System on 

the Nigerian Frontier. Journal of 

Behavioural Informatics, Digital 

Humanities and Development Research, 

10(2), 53–74. 

https://www.researchgate.net/publicatio

n/381089158_CoDuBoTeSS_A_Pilot_

Study_to_Eradicate_Counterfeit_Drugs

_via_a_Blockchain_Tracer_Support_S

ystem_on_the_Nigerian_Frontier 

Ihama, E., Akazue, M. I., Omede, E. U., & 

Ojie, D. V. (2023). A Framework for 

Smart City Model Enabled by Internet 

of Things (IoT). International Journal 

of Computer Applications, 185(6), 6–11. 

https://doi.org/10.5120/ijca2023922685 

Ileberi, E., Sun, Y., & Wang, Z. (2022). A 

machine learning based credit card fraud 

detection using GA algorithm for feature 

selection. Journal of Big Data, 9(1), 24. 

https://doi.org/10.1186/s40537-022-

00573-8 

Lakshimi, S. V. S. ., & Kavila, S. D. (2018). 

Machine Learning for Credit Card Fraud 

Detection System. International 

Journal of Applied Engineering 

Research, 15(24), 16819–16824. 

https://doi.org/10.1007/978-981-33-

6893-4_20 

Li, C., Ding, N., Dong, H., & Zhai, Y. (2021). 

Application of Credit Card Fraud 

Detection Based on CS-SVM. 

International Journal of Machine 

Learning and Computing, 11(1), 34–39. 

https://doi.org/10.18178/ijmlc.2021.11.

1.1011 

Lu, H., & Rakovski, C. (2022). The Effect of 

Text Data Augmentation Methods and 

Strategies in Classification Tasks of 

Unstructured Medical Notes. Research 

Square, 1(1), 1–29. 

https://doi.org/10.21203/rs.3.rs-

2039417/v1 

Malasowe, B. O., Aghware, F. O., Okpor, M. 

D., Edim, B. E., Ako, R. E., & Ojugo, A. 

A. (2024). Techniques and Best 

Practices for Handling Cybersecurity 

Risks in Educational Technology 

Environment ( EdTech ). Journal of 

Science and Technology Research, 6(2), 

293–311. 

https://doi.org/10.5281/zenodo.126170

68 

Malasowe, B. O., Akazue, M. I., Okpako, A. 

E., Aghware, F. O., Ojie, D. V., & Ojugo, 

A. A. (2023). Adaptive Learner-CBT 

with Secured Fault-Tolerant and 

Resumption Capability for Nigerian 

Universities. International Journal of 

Advanced Computer Science and 

Applications, 14(8), 135–142. 

https://doi.org/10.14569/IJACSA.2023.

0140816 

Malasowe, B. O., Edim, B. E., Adigwe, W., 

Okpor, M. D., Ako, R. E., Okpako, A. E., 

Ojugo, A. A., & Ojei, E. O. (2024). 

Quest for Empirical Solution to Runoff 

Prediction in Nigeria via Random Forest 

Ensemble: Pilot Study. Advances in 

Multidisciplinary & Scientific Research 

Journal Publications, 10(1), 73–90. 

https://doi.org/10.22624/AIMS/BHI/V1

0N1P8 

Malasowe, B. O., Ojie, D. V., Ojugo, A. A., & 

Okpor, M. D. (2024). Co-Infection 

Prevalence of Covid-19 Underlying 

Tuberculosis Disease Using a 

Susceptible Infect Clustering Bayes 

Network. DUTSE Journal of Pure and 

Applied Sciences, 10(2), 80–94. 

https://www.researchgate.net/publicatio

n/380752488_Co-

Infection_Prevalence_of_Covid-

19_Underlying_Tuberculosis_Disease_

Using_a_Susceptible_Infect_Clustering

_Bayes_Network 

Malasowe, B. O., Okpako, A. E., Okpor, M. 

D., Ejeh, P. O., Ojugo, A. A., & Ako, R. 

E. (2024). FePARM: The Frequency-

Patterned Associative Rule Mining 

Framework on Consumer Purchasing-

Pattern for Online Shops. Advances in 

Multidisciplinary & Scientific Research 

Journal, 15(2), 15–28. 

https://www.researchgate.net/publicatio



Agbo et al.(2024)/ FUPRE Journal, 8(4): 90-109(2024) 

 

Fupre Journal 8(4), 90 - 109(2024)  102 
 

n/380514591_FePARM_The_Frequenc

y-

Patterned_Associative_Rule_Mining_F

ramework_on_Consumer_Purchasing-

Pattern_for_Online_Shops 

Marazqah Btoush, E. A. L., Zhou, X., 

Gururajan, R., Chan, K. C., Genrich, R., 

& Sankaran, P. (2023). A systematic 

review of literature on credit card cyber 

fraud detection using machine and deep 

learning. PeerJ Computer Science, 9, 

e1278. https://doi.org/10.7717/peerj-

cs.1278 

Maya Gopal P S, & Bhargavi R. (2019). 

Selection of Important Features for 

Optimizing Crop Yield Prediction. 

International Journal of Agricultural 

and Environmental Information Systems, 

10(3), 54–71. 

https://doi.org/10.4018/IJAEIS.201907

0104 

Meghana, S., Charitha, B. ., Shashank, S., 

Sulakhe, V. S., & Gowda, V. B. (2023). 

Developing An Application for 

Identification of Missing Children and 

Criminal Using Face Recognition. 

International Journal of Advanced 

Research in Computer and 

Communication Engineering, 12(6), 

272–279. 

https://doi.org/10.17148/ijarcce.2023.1

2648 

Mohebbi, A., Aradottir, T. B., Johansen, A. R., 

Bengtsson, H., Fraccaro, M., & Morup, 

M. (2017). A deep learning approach to 

adherence detection for type 2 diabetics. 

2017 39th Annual International 

Conference of the IEEE Engineering in 

Medicine and Biology Society, 2896–

2899. doi: 

10.1109/EMBC.2017.8037462 

Mukhanov, L. E. (2008). Using bayesian 

belief networks for credit card fraud 

detection. Proceedings of the IASTED 

International Conference on Artificial 

Intelligence and Applications, AIA 2008, 

February 2008, 221–225. 

Muslikh, A. R., Setiadi, D. R. I. M., & Ojugo, 

A. A. (2023). Rice disease recognition 

using transfer xception convolution 

neural network. Jurnal Teknik 

Informatika (JUTIF), 4(6), 1541–1547. 

https://doi.org/10.52436/1.jutif.2023.4.

6.1529 

Nahavandi, D., Alizadehsani, R., Khosravi, 

A., & Acharya, U. R. (2022). 

Application of artificial intelligence in 

wearable devices: Opportunities and 

challenges. Computer Methods and 

Programs in Biomedicine, 

213(December). doi: 

10.1016/j.cmpb.2021.106541 

Nartey, C., Tchao, E. T., Gadze, J. D., 

Keelson, E., Klogo, G. S., Kommey, B., 

& Diawuo, K. (2021). On Blockchain 

and IoT Integration Platforms: Current 

Implementation Challenges and Future 

Perspectives. Wireless Communications 

and Mobile Computing, 2021, 1–25. 

https://doi.org/10.1155/2021/6672482 

Obasuyi, D. A., Yoro, R. E., Okpor, M. D., 

Ifioko, A. M., Brizimor, S. E., Ojugo, A. 

A., Odiakaose, C. C., Emordi, F. U., Ako, 

R. E., Geteloma, V. O., Abere, R. A., 

Atuduhor, R. R., & Akiakeme, E. (2024). 

NiCuSBlockIoT: Sensor-based Cargo 

Assets Management and Traceability 

Blockchain Support for Nigerian 

Custom Services. Advances in 

Multidisciplinary & Scientific Research 

Journal Publications, 15(2), 45–64. 

https://www.researchgate.net/publicatio

n/381032022_NiCuSBlockIoT_Sensor-

based_Cargo_Assets_Management_and

_Traceability_Blockchain_Support_for

_Nigerian_Custom_Services 

Odiakaose, C. C., Emordi, F. U., Ejeh, P. O., 

Ashioba, N. C., Odeh, C., Attoh, O., & 

Azaka, M. (2024). DeLEMPaD: Pilot 

Study on a Deep Learning Ensemble for 

Energy Market Prediction of Price 

Volatility and Direction. Computing, 

Information Systems, Development 

Informatics & Allied Research Journal, 

15(1), 47–62. 

https://doi.org/10.22624/AIMS/CISDI/

V15N1P4 

Odiakaose, C. C., Emordi, F. U., Ejeh, P. O., 



Agbo et al.(2024)/ FUPRE Journal, 8(4): 90-109(2024) 

 

Fupre Journal 8(4), 90 - 109(2024)  103 
 

Ashioba, N. C., Odeh, C., Obiageli, A., 

& Azaka, M. (2024). Hybrid Genetic 

Algorithm Trained Bayesian Ensemble 

for Short Messages Spam Detection. 

Journal of Advanced in Mathematical 

and Computational Sciences, 12(1), 37–

52. 

https://doi.org/10.22624/AIMS/MATH

S/V12N1P4 

Odiakaose, C. C., Emordi, F. U., Ejeh, P. O., 

Attoh, O., & Ashioba, N. C. (2023). A 

pilot study to enhance semi-urban tele-

penetration and services provision for 

undergraduates via the effective design 

and extension of campus telephony. 

FUPRE Journal of Scientific and 

Industrial Research, 7(3), 35–48. 

Ojugo, A. A., Aghware, F. O., Yoro, R. E., 

Yerokun, M. O., Eboka, A. O., 

Anujeonye, C. N., & Efozia, F. N. 

(2015a). Dependable Community-

Cloud Framework for Smartphones. 

American Journal of Networks and 

Communications, 4(4), 95. 

https://doi.org/10.11648/j.ajnc.2015040

4.13 

Ojugo, A. A., Aghware, F. O., Yoro, R. E., 

Yerokun, M. O., Eboka, A. O., 

Anujeonye, C. N., & Efozia, F. N. 

(2015b). Evolutionary Model for Virus 

Propagation on Networks. Automation, 

Control and Intelligent Systems, 3(4), 56. 

doi: 10.11648/j.acis.20150304.12 

Ojugo, A. A., Akazue, M. I., Ejeh, P. O., 

Ashioba, N. C., Odiakaose, C. C., Ako, 

R. E., & Emordi, F. U. (2023). Forging a 

User-Trust Memetic Modular Neural 

Network Card Fraud Detection 

Ensemble: A Pilot Study. Journal of 

Computing Theories and Applications, 

1(2), 1–11. 

https://doi.org/10.33633/jcta.v1i2.9259 

Ojugo, A. A., Akazue, M. I., Ejeh, P. O., 

Odiakaose, C., & Emordi, F. U. (2023). 

DeGATraMoNN: Deep Learning 

Memetic Ensemble to Detect Spam 

Threats via a Content-Based Processing. 

Kongzhi Yu Juece/Control and Decision, 

38(01), 667–678. 

Ojugo, A. A., Allenotor, D., Oyemade, D. A., 

Yoro, R. E., & Anujeonye, C. N. (2015). 

Immunization Model for Ebola Virus in 

Rural Sierra-Leone. African Journal of 

Computing & ICT, 8(1), 1–10. 

www.ajocict.net 

Ojugo, A. A., Ben-Iwhiwhu, E., Kekeje, O. 

D., Yerokun, M. O., & Iyawa, I. J. 

(2014). Malware Propagation on Social 

Time Varying Networks: A Comparative 

Study of Machine Learning 

Frameworks. International Journal of 

Modern Education and Computer 

Science, 6(8), 25–33. doi: 

10.5815/ijmecs.2014.08.04 

Ojugo, A. A., & Eboka, A. O. (2014). A 

Social Engineering Detection Model for 

the Mobile Smartphone Clients. African 

Journal of Computing & ICT, 7(3), 91–

100. www.ajocict.net 

Ojugo, A. A., & Eboka, A. O. (2018a). 

Assessing Users Satisfaction and 

Experience on Academic Websites: A 

Case of Selected Nigerian Universities 

Websites. International Journal of 

Information Technology and Computer 

Science, 10(10), 53–61. 

https://doi.org/10.5815/ijitcs.2018.10.0

7 

Ojugo, A. A., & Eboka, A. O. (2018b). 

Comparative Evaluation for High 

Intelligent Performance Adaptive 

Model for Spam Phishing Detection. 

Digital Technologies, 3(1), 9–15. doi: 

10.12691/dt-3-1-2 

Ojugo, A. A., & Eboka, A. O. (2018c). 

Modeling the Computational Solution 

of Market Basket Associative Rule 

Mining Approaches Using Deep Neural 

Network. Digital Technologies, 3(1), 1–

8. https://doi.org/10.12691/dt-3-1-1 

Ojugo, A. A., & Eboka, A. O. (2019). 

Inventory prediction and management 

in Nigeria using market basket analysis 

associative rule mining: memetic 

algorithm based approach. International 

Journal of Informatics and 

Communication Technology (IJ-ICT), 

8(3), 128. 



Agbo et al.(2024)/ FUPRE Journal, 8(4): 90-109(2024) 

 

Fupre Journal 8(4), 90 - 109(2024)  104 
 

https://doi.org/10.11591/ijict.v8i3.pp12

8-138 

Ojugo, A. A., & Eboka, A. O. (2020a). An 

Empirical Evaluation On Comparative 

Machine Learning Techniques For 

Detection of The Distributed Denial of 

Service (DDoS) Attacks. Journal of 

Applied Science, Engineering, 

Technology, and Education, 2(1), 18–27. 

https://doi.org/10.35877/454ri.asci2192 

Ojugo, A. A., & Eboka, A. O. (2020b). 

Cluster prediction model for market 

basket analysis: quest for better 

alternatives to associative rule mining 

approach. IAES International Journal of 

Artificial Intelligence, 9(3), 429–439. 

doi: 10.11591/ijai.v9.i3.pp429-439 

Ojugo, A. A., & Eboka, A. O. (2021). 

Empirical Bayesian network to improve 

service delivery and performance 

dependability on a campus network. 

IAES International Journal of Artificial 

Intelligence (IJ-AI), 10(3), 623. doi: 

10.11591/ijai.v10.i3.pp623-635 

Ojugo, A. A., Eboka, A. O., Okonta, E. O., 

Yoro, R. E., & Aghware, F. O. (2015). 

Predicting Behavioural Evolution on a 

Graph-Based Model. Advances in 

Networks, 3(2), 8. doi: 

10.11648/j.net.20150302.11 

Ojugo, A. A., Eboka, A. O., Yoro, R. E., 

Yerokun, M. O., & Efozia, F. N. (2015). 

Framework design for statistical fraud 

detection. Mathematics and Computers 

in Science and Engineering Series, 50, 

176–182. 

Ojugo, A. A., Ejeh, P. O., Akazue, M. I., 

Ashioba, N. C., Odiakaose, C. C., Ako, 

R. E., Nwozor, B., & Emordi, F. U. 

(2023). CoSoGMIR: A Social Graph 

Contagion Diffusion Framework using 

the Movement-Interaction-Return 

Technique. Journal of Computing 

Theories and Applications, 1(2), 37–47. 

https://doi.org/10.33633/jcta.v1i2.9355 

Ojugo, A. A., Ejeh, P. O., Odiakaose, C. C., 

Eboka, A. O., & Emordi, F. U. (2023). 

Improved distribution and food safety 

for beef processing and management 

using a blockchain-tracer support 

framework. International Journal of 

Informatics and Communication 

Technology, 12(3), 205. 

https://doi.org/10.11591/ijict.v12i3.pp2

05-213 

Ojugo, A. A., Ejeh, P. O., Odiakaose, C. C., 

Eboka, A. O., & Emordi, F. U. (2024). 

Predicting rainfall runoff in Southern 

Nigeria using a fused hybrid deep 

learning ensemble. International 

Journal of Informatics and 

Communication Technology (IJ-ICT), 

13(1), 108. 

https://doi.org/10.11591/ijict.v13i1.pp1

08-115 

Ojugo, A. A., & Ekurume, E. O. (2021a). 

Deep Learning Network Anomaly-

Based Intrusion Detection Ensemble 

For Predictive Intelligence To Curb 

Malicious Connections: An Empirical 

Evidence. International Journal of 

Advanced Trends in Computer Science 

and Engineering, 10(3), 2090–2102. doi: 

10.30534/ijatcse/2021/851032021 

Ojugo, A. A., & Ekurume, E. O. (2021b). 

Predictive Intelligent Decision Support 

Model in Forecasting of the Diabetes 

Pandemic Using a Reinforcement Deep 

Learning Approach. International 

Journal of Education and Management 

Engineering, 11(2), 40–48. 

https://doi.org/10.5815/ijeme.2021.02.0

5 

Ojugo, A. A., & Nwankwo, O. (2021a). 

Modeling Mobility Pattern for the 

Corona-Virus Epidemic Spread 

Propagation and Death Rate in Nigeria 

using the Movement-Interaction-Return 

Model. International Journal of 

Emerging Trends in Engineering 

Research, 9(6), 821–826. 

https://doi.org/10.30534/ijeter/2021/30

962021 

Ojugo, A. A., & Nwankwo, O. (2021b). 

Spectral-Cluster Solution For Credit-

Card Fraud Detection Using A Genetic 

Algorithm Trained Modular Deep 

Learning Neural Network. JINAV: 



Agbo et al.(2024)/ FUPRE Journal, 8(4): 90-109(2024) 

 

Fupre Journal 8(4), 90 - 109(2024)  105 
 

Journal of Information and 

Visualization, 2(1), 15–24. 

https://doi.org/10.35877/454RI.jinav27

4 

Ojugo, A. A., Obruche, C. O., & Eboka, A. O. 

(2021a). Empirical Evaluation for 

Intelligent Predictive Models in 

Prediction of Potential Cancer 

Problematic Cases In Nigeria. ARRUS 

Journal of Mathematics and Applied 

Science, 1(2), 110–120. 

https://doi.org/10.35877/mathscience61

4 

Ojugo, A. A., Obruche, C. O., & Eboka, A. O. 

(2021b). Quest For Convergence 

Solution Using Hybrid Genetic 

Algorithm Trained Neural Network 

Model For Metamorphic Malware 

Detection. ARRUS Journal of 

Engineering and Technology, 2(1), 12–

23. https://doi.org/10.35877/jetech613 

Ojugo, A. A., Odiakaose, C. C., Emordi, F. U., 

Ako, R. E., Adigwe, W., Anazia, K. E., 

& Geteloma, V. O. (2023). Evidence of 

Students’ Academic Performance at the 

Federal College of Education Asaba 

Nigeria: Mining Education Data. 

Knowledge Engineering and Data 

Science, 6(2), 145–156. 

https://doi.org/10.17977/um018v6i2202

3p145-156 

Ojugo, A. A., Odiakaose, C. C., Emordi, F. U., 

Ejeh, P. O., Adigwe, W., Anazia, K. E., 

& Nwozor, B. (2023). Forging a learner-

centric blended-learning framework via 

an adaptive content-based architecture. 

Science in Information Technology 

Letters, 4(1), 40–53. 

https://doi.org/10.31763/sitech.v4i1.118

6 

Ojugo, A. A., Osika, A., Iyawa, I. J., & 

Yerokun, M. O. (2012). Information and 

communication technology integration 

into science, technology, engineering 

and mathematic (STEM) in Nigeria. 

West African Journal of Industrial & 

Academic Research, 4(1), 22–30. 

Ojugo, A. A., & Otakore, O. D. (2018a). 

Improved Early Detection of 

Gestational Diabetes via Intelligent 

Classification Models: A Case of the 

Niger Delta Region in Nigeria. Journal 

of Computer Sciences and Applications, 

6(2), 82–90. 

https://doi.org/10.12691/jcsa-6-2-5 

Ojugo, A. A., & Otakore, O. D. (2018b). 

Redesigning Academic Website for 

Better Visibility and Footprint: A Case 

of the Federal University of Petroleum 

Resources Effurun Website. Network 

and Communication Technologies, 3(1), 

33. https://doi.org/10.5539/nct.v3n1p33 

Ojugo, A. A., & Otakore, O. D. (2020a). 

Computational solution of networks 

versus cluster grouping for social 

network contact recommender system. 

International Journal of Informatics 

and Communication Technology (IJ-

ICT), 9(3), 185. 

https://doi.org/10.11591/ijict.v9i3.pp18

5-194 

Ojugo, A. A., & Otakore, O. D. (2020b). 

Intelligent cluster connectionist 

recommender system using implicit 

graph friendship algorithm for social 

networks. IAES International Journal of 

Artificial Intelligence, 9(3), 497~506. 

doi: 10.11591/ijai.v9.i3.pp497-506 

Ojugo, A. A., & Otakore, O. D. (2020c). 

Investigating The Unexpected Price 

Plummet And Volatility Rise In Energy 

Market: A Comparative Study of 

Machine Learning Approaches. 

Quantitative Economics and 

Management Studies, 1(3), 219–229. 

https://doi.org/10.35877/454ri.qems121

19 

Ojugo, A. A., & Otakore, O. D. (2021). 

Forging An Optimized Bayesian 

Network Model With Selected 

Parameters For Detection of The 

Coronavirus In Delta State of Nigeria. 

Journal of Applied Science, Engineering, 

Technology, and Education, 3(1), 37–45. 

https://doi.org/10.35877/454RI.asci216

3 

Ojugo, A. A., & Oyemade, D. A. (2020). 

Predicting Diffusion Dynamics Of The 



Agbo et al.(2024)/ FUPRE Journal, 8(4): 90-109(2024) 

 

Fupre Journal 8(4), 90 - 109(2024)  106 
 

Coronavirus In Nigeria Through Ties-

Strength Threshold On A Cascading SI-

Graph. Technology Reports of Kansai 

University, 62(08), 126–132. doi: 

TRKU-13-08-2020-10998 

Ojugo, A. A., & Oyemade, D. A. (2021). 

Boyer moore string-match framework 

for a hybrid short message service spam 

filtering technique. IAES International 

Journal of Artificial Intelligence, 10(3), 

519–527. 

https://doi.org/10.11591/ijai.v10.i3.pp5

19-527 

Ojugo, A. A., Oyemade, D. A., Allenotor, D., 

Longe, O. B., & Anujeonye, C. N. 

(2015). Comparative Stochastic Study 

for Credit-Card Fraud Detection Models. 

African Journal of Computing & ICT, 

8(1), 15–24. www.ajocict.net 

Ojugo, A. A., Ugboh, E., Onochie, C. C., 

Eboka, A. O., Yerokun, M. O., & Iyawa, 

I. J. (2013). Effects of Formative Test 

and Attitudinal Types on Students’ 

Achievement in Mathematics in Nigeria. 

African Educational Research Journal, 

1(2), 113–117. 

http://search.ebscohost.com/login.aspx?

direct=true&db=eric&AN=EJ1216962

&site=ehost-live 

Ojugo, A. A., & Yoro, R. E. (2013). 

Computational Intelligence in 

Stochastic Solution for Toroidal N-

Queen. Progress in Intelligent 

Computing and Applications, 1(2), 46–

56. 

https://doi.org/10.4156/pica.vol2.issue1

.4 

Ojugo, A. A., & Yoro, R. E. (2020). 

Predicting Futures Price And Contract 

Portfolios Using The ARIMA Model: A 

Case of Nigeria’s Bonny Light and 

Forcados. Quantitative Economics and 

Management Studies, 1(4), 237–248. 

doi: 10.35877/454ri.qems139 

Ojugo, A. A., & Yoro, R. E. (2021a). 

Extending the three-tier constructivist 

learning model for alternative delivery: 

ahead the COVID-19 pandemic in 

Nigeria. Indonesian Journal of 

Electrical Engineering and Computer 

Science, 21(3), 1673. 

https://doi.org/10.11591/ijeecs.v21.i3.p

p1673-1682 

Ojugo, A. A., & Yoro, R. E. (2021b). 

Migration Pattern As Threshold 

Parameter In The Propagation of The 

Covid-19 Epidemic Using An Actor-

Based Model for SI-Social Graph. 

JINAV: Journal of Information and 

Visualization, 2(2), 93–105. 

https://doi.org/10.35877/454RI.jinav37

9 

Ojugo, A. A., Yoro, R. E., Oyemade, D. A., 

Eboka, A. O., Ugboh, E., & Aghware, F. 

O. (2013). Robust Cellular Network for 

Rural Telephony in Southern Nigeria. 

American Journal of Networks and 

Communications, 2(5), 125. doi: 

10.11648/j.ajnc.20130205.12 

Ojugo, A. A., Yoro, R. E., Yerokun, M. O., & 

Iyawa, I. J. (2013). Implementation 

Issues of VoIP to Enhance Rural 

Telephony in Nigeria. Journal of 

Emerging Trends in Computing and 

Information Sciences ©2009-2013, 4(2), 

172–179. http://www.cisjournal.org 

Okobah, I. P., & Ojugo, A. A. (2018). 

Evolutionary Memetic Models for 

Malware Intrusion Detection: A 

Comparative Quest for Computational 

Solution and Convergence. 

International Journal of Computer 

Applications, 179(39), 34–43. 

https://doi.org/10.5120/ijca2018916586 

Okonta, E. O., Ojugo, A. A., Wemembu, U. 

R., & Ajani, D. (2013). Embedding 

Quality Function Deployment In 

Software Development: A Novel 

Approach. West African Journal of 

Industrial & Academic Research, 6(1), 

50–64. 

Okonta, E. O., Wemembu, U. R., Ojugo, A. 

A., & Ajani, D. (2014). Deploying Java 

Platform to Design A Framework of 

Protective Shield for Anti– Reversing 

Engineering. West African Journal of 

Industrial & Academic Research, 10(1), 

50–64. 



Agbo et al.(2024)/ FUPRE Journal, 8(4): 90-109(2024) 

 

Fupre Journal 8(4), 90 - 109(2024)  107 
 

Okpor, M. D., Aghware, F. O., Akazue, M. I., 

Ojugo, A. A., Emordi, F. U., Odiakaose, 

C. C., Ako, R. E., Geteloma, V. O., 

Binitie, A. P., & Ejeh, P. O. (2024). 

Comparative Data Resample to Predict 

Subscription Services Attrition Using 

Tree-based Ensembles. Journal of Fuzzy 

Systems and Control, 2(2), 117–128. 

https://doi.org/10.59247/jfsc.v2i2.213 

Oladele, J. K., Ojugo, A. A., Odiakaose, C. C., 

Emordi, F. U., Abere, R. A., Nwozor, B., 

Ejeh, P. O., & Geteloma, V. O. (2024). 

BEHeDaS: A Blockchain Electronic 

Health Data System for Secure Medical 

Records Exchange. Journal of 

Computing Theories and Applications, 

2(1), 1–12. 

https://doi.org/10.33633/jcta.v2i19509 

Omede, E. U., Edje, A. E., Akazue, M. I., 

Utomwen, H., & Ojugo, A. A. (2024). 

IMANoBAS: An Improved Multi-Mode 

Alert Notification IoT-based Anti-

Burglar Defense System. Journal of 

Computing Theories and Applications, 

1(3), 273–283. 

https://doi.org/10.62411/jcta.9541 

Omoruwou, F., Ojugo, A. A., & Ilodigwe, S. 

E. (2024). Strategic Feature Selection 

for Enhanced Scorch Prediction in 

Flexible Polyurethane Form 

Manufacturing. Journal of Computing 

Theories and Applications, 1(3), 346–

357. https://doi.org/10.62411/jcta.9539 

Otorokpo, E. A., Okpor, M. D., Yoro, R. E., 

Brizimor, S. E., Ifioko, A. M., Obasuyi, 

D. A., Odiakaose, C. C., Ojugo, A. A., 

Atuduhor, R. R., Akiakeme, E., Ako, R. 

E., & Geteloma, V. O. (2024). DaBO-

BoostE: Enhanced Data Balancing via 

Oversampling Technique for a Boosting 

Ensemble in Card-Fraud Detection. 

Advances in Multidisciplinary & 

Scientific Research Journal, 12(2), 45–

66. 

https://www.researchgate.net/publicatio

n/380875447_DaBO-

BoostE_Enhanced_Data_Balancing_vi

a_Oversampling_Technique_for_a_Bo

osting_Ensemble_in_Card-

Fraud_Detection 

Oyemade, D. A., & Ojugo, A. A. (2020). A 

property oriented pandemic surviving 

trading model. International Journal of 

Advanced Trends in Computer Science 

and Engineering, 9(5), 7397–7404. 

https://doi.org/10.30534/ijatcse/2020/7

1952020 

Oyemade, D. A., & Ojugo, A. A. (2021). An 

Optimized Input Genetic Algorithm 

Model for the Financial Market. 

International Journal of Innovative 

Science, Engineering and Technology, 

8(2), 408–419. 

https://ijiset.com/vol8/v8s2/IJISET_V8

_I02_41.pdf 

Oyemade, D. A., Ureigho, R. J., 

Imouokhome, F. A.-A., Omoregbee, E. 

U., Akpojaro, J., & Ojugo, A. A. (2016). 

A Three Tier Learning Model for 

Universities in Nigeria. Journal of 

Technologies in Society, 12(2), 9–20. 

https://doi.org/10.18848/2381-

9251/CGP/v12i02/9-20 

Oyetunde, O. O., Ogidan, O., Akinyemi, M. 

I., Ogunbameru, A. A., & Asaolu, O. F. 

(2019). Mobile authentication service in 

Nigeria: An assessment of community 

pharmacists’ acceptance and providers’ 

views of successes and challenges of 

deployment. Pharmacy Practice, 17(2), 

1449. 

https://doi.org/10.18549/PharmPract.20

19.2.1449 

Oyewola, D. O., Dada, E. G., Ngozi, N. J., 

Terang, A. U., & Akinwumi, S. A. 

(2021). COVID-19 Risk Factors, 

Economic Factors, and Epidemiological 

Factors nexus on Economic Impact: 

Machine Learning and Structural 

Equation Modelling Approaches. 

Journal of the Nigerian Society of 

Physical Sciences, 3(4), 395–405. 

https://doi.org/10.46481/jnsps.2021.173 

Safriandono, A. N., Setiadi, D. R. I. M., 

Dahlan, A., Rahmanti, F. Z., Wibisono, 

I. S., & Ojugo, A. A. (2024). Analyzing 

Quantum Feature Engineering and 

Balancing Strategies Effect on Liver 



Agbo et al.(2024)/ FUPRE Journal, 8(4): 90-109(2024) 

 

Fupre Journal 8(4), 90 - 109(2024)  108 
 

Disease Classification. Journal of 

Future Artificial Intelligence and 

Technologies, 1(1), 51–63. 

https://doi.org/10.62411/faith.2024-12 

Sahmoud, T., & Mikki, D. M. (2022). Spam 

Detection Using BERT. The Frontiers of 

Society, Science and Technology, 14(2), 

23–35. 

https://doi.org/10.48550/arXiv.2206.02

443 

Sasikala, G., Laavanya, M., Sathyasri, B., 

Supraja, C., Mahalakshmi, V., Mole, S. 

S. S., Mulerikkal, J., Chidambaranathan, 

S., Arvind, C., Srihari, K., & Dejene, M. 

(2022). An Innovative Sensing Machine 

Learning Technique to Detect Credit 

Card Frauds in Wireless 

Communications. Wireless 

Communications and Mobile 

Computing, 2022, 1–12. 

https://doi.org/10.1155/2022/2439205 

Setiadi, D. R. I. M., Nugroho, K., Muslikh, A. 

R., Iriananda, S. W., & Ojugo, A. A. 

(2024). Integrating SMOTE-Tomek and 

Fusion Learning with XGBoost Meta-

Learner for Robust Diabetes 

Recognition. Journal of Future 

Artificial Intelligence and Technologies, 

1(1), 23–38. 

https://doi.org/10.62411/faith.2024-11 

Shanmuga Sundari, P., & Subaji, M. (2020). 

Integrating Sentiment Analysis on 

Hybrid Collaborative Filtering Method 

in a Big Data Environment. 

International Journal of Information 

Technology & Decision Making, 19(02), 

385–412. 

https://doi.org/10.1142/S021962202050

0108 

Sharmila, Sharma, R., Kumar, D., Puranik, V., 

& Gautham, K. (2019). Performance 

Analysis of Human Face Recognition 

Techniques. Proceedings - 2019 4th 

International Conference on Internet of 

Things: Smart Innovation and Usages, 

IoT-SIU 2019, May 2020, 1–4. doi: 

10.1109/IoT-SIU.2019.8777610 

Shoeibi, A., Ghassemi, N., Khodatars, M., 

Moridian, P., Alizadehsani, R., Zare, A., 

Khosravi, A., Subasi, A., Rajendra 

Acharya, U., & Gorriz, J. M. (2022). 

Detection of epileptic seizures on EEG 

signals using ANFIS classifier, 

autoencoders and fuzzy entropies. 

Biomedical Signal Processing and 

Control, 73, 1–18. 

https://doi.org/10.1016/j.bspc.2021.103

417 

Smith, A. C., Thomas, E., Snoswell, C. L., 

Haydon, H., Mehrotra, A., Clemensen, 

J., & Caffery, L. J. (2020). Telehealth for 

global emergencies: Implications for 

coronavirus disease 2019 (COVID-19). 

Journal of Telemedicine and Telecare, 

26(5), 309–313. 

https://doi.org/10.1177/1357633X2091

6567 

Srivastava, S., Rai, S., Kumar, S., Bhuhsan, 

S., & Pradhan, D. (2020). IoT based 

Human Guided Smart Shopping Cart 

System for Shopping Center. Saudi 

Journal of Engineering and Technology, 

5(6), 278–284. 

https://doi.org/10.36348/sjet.2020.v05i

06.004 

Supriya, B. N., & Akki, C. B. (2021). 

Sentiment prediction using enhanced 

xgboost and tailored random forest. 

International Journal of Computing and 

Digital Systems, 10(1), 191–199. doi: 

10.12785/ijcds/100119 

Tingfei, H., Guangquan, C., & Kuihua, H. 

(2020). Using Variational Auto 

Encoding in Credit Card Fraud 

Detection. IEEE Access, 8, 149841–

149853. 

https://doi.org/10.1109/ACCESS.2020.

3015600 

Ukadike, I. D., Akazue, M. I., Omede, E. U., 

& Akpoyibo, T. . (2023). Development 

of an IoT based Air Quality Monitoring 

System. International Journal of 

Innovative Technology and Exploring 

Engineering, 7(4), 53–62. doi: 

10.35940/ijitee.J1004.08810S19 

Wemembu, U. R., Okonta, E. O., Ojugo, A. 

A., & Okonta, I. L. (2014). A 

Framework for Effective Software 



Agbo et al.(2024)/ FUPRE Journal, 8(4): 90-109(2024) 

 

Fupre Journal 8(4), 90 - 109(2024)  109 
 

Monitoring in Project Management. 

West African Journal of Industrial and 

Academic Research, 10(1), 102–115. 

Xuan, S., Liu, G., Li, Z., Zheng, L., Wang, S., 

& Jiang, C. (2018). Random forest for 

credit card fraud detection. 2018 IEEE 

15th International Conference on 

Networking, Sensing and Control 

(ICNSC), 1–6. 

https://doi.org/10.1109/ICNSC.2018.83

61343 

Yao, J., Wang, C., Hu, C., & Huang, X. 

(2022). Chinese Spam Detection Using 

a Hybrid BiGRU-CNN Network with 

Joint Textual and Phonetic Embedding. 

Electronics, 11(15), 2418. 

https://doi.org/10.3390/electronics1115

2418 

Yoro, R. E., Aghware, F. O., Akazue, M. I., 

Ibor, A. E., & Ojugo, A. A. (2023). 

Evidence of personality traits on 

phishing attack menace among selected 

university undergraduates in Nigerian. 

International Journal of Electrical and 

Computer Engineering, 13(2), 1943. 

https://doi.org/10.11591/ijece.v13i2.pp

1943-1953 

Yoro, R. E., Aghware, F. O., Malasowe, B. O., 

Nwankwo, O., & Ojugo, A. A. (2023). 

Assessing contributor features to 

phishing susceptibility amongst students 

of petroleum resources varsity in 

Nigeria. International Journal of 

Electrical and Computer Engineering 

(IJECE), 13(2), 1922. 

https://doi.org/10.11591/ijece.v13i2.pp

1922-1931 

Yoro, R. E., & Ojugo, A. A. (2019a). An 

Intelligent Model Using Relationship in 

Weather Conditions to Predict 

Livestock-Fish Farming Yield and 

Production in Nigeria. American 

Journal of Modeling and Optimization, 

7(2), 35–41. 

https://doi.org/10.12691/ajmo-7-2-1 

Yoro, R. E., & Ojugo, A. A. (2019b). Quest 

for Prevalence Rate of Hepatitis-B Virus 

Infection in the Nigeria: Comparative 

Study of Supervised Versus 

Unsupervised Models. American 

Journal of Modeling and Optimization, 

7(2), 42–48. 

https://doi.org/10.12691/ajmo-7-2-2 

Zareapoor, M., & Shamsolmoali, P. (2015). 

Application of Credit Card Fraud 

Detection: Based on Bagging Ensemble 

Classifier. Procedia Computer Science, 

48, 679–685. 

https://doi.org/10.1016/j.procs.2015.04.

201 

 


